The Experience Sampling Method on Mobile Devices

NIELS VAN BERKEL, The University of Melbourne
DENZIL FERREIRA, University of Oulu
VASSILIS KOSTAKOS, The University of Melbourne

The Experience Sampling Method (ESM) is used by scientists from various disciplines to gather insights into the intra-psychic elements of human life. Researchers have used the ESM in a wide variety of studies, with the method seeing increased popularity. Mobile technologies have enabled new possibilities for the use of the ESM, while simultaneously leading to new conceptual, methodological, and technological challenges. In this survey, we provide an overview of the history of the ESM, usage of this methodology in the computer science discipline, as well as its evolution over time. Next, we identify and discuss important considerations for ESM studies on mobile devices, and analyse the particular methodological parameters scientists should consider in their study design. We reflect on the existing tools that support the ESM methodology and discuss the future development of such tools. Finally, we discuss the effect of future technological developments on the use of the ESM and identify areas requiring further investigation.
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1 INTRODUCTION

Literature from as early as the 1900s already shows a scientific interest in the systematic collection of information about daily life (Bevans 1913). The advent of personal technologies in the late 1970s gave rise to the Experience Sampling Method (ESM) (Larson and Csikszentmihalyi 1983), aimed at measuring the behaviour, thoughts, and feelings of participants throughout their daily lives.
day-to-day activities. With experience sampling, data is collected through self-reports provided by participants, much like in traditional diary studies. But unlike diary studies, participants are proactively triggered at various points throughout the day (Larson and Csikszentmihalyi 1983). The method employs in situ self-reports for systematic in-context data collection, as well as close to the onset or completion of the investigated phenomena. This reduces reliance on the participants’ long-term memory to reconstruct past events or experiences, and data collection can be primed to those particular events that are of interest to the researcher. As described by Myin-Germeys et al. (2009), “[t]he Experience Sampling Method (ESM) allows us to capture the film rather than a snapshot of daily life reality of patients.”

Today, the availability of personal mobile devices enables widespread deployment of mobile phones as a research tool (Raento et al. 2009). Combining these technologically powerful and widely available devices with the ESM research method allows for increasingly more powerful and insightful research probes. Most prominently, utilising the sensors on mobile devices allows for the inference of many elements of the participants’ context. As a result, it becomes possible to adjust both the presentation and content of the presented self-reports following the requirements of the researcher(s) and the participants’ availability and context. In addition, the collection of information using mobile devices over traditional (analogue) techniques allows researchers to keep a closer eye on the data provided by their participants as it is being collected – for example, by assessing their adherence to the study protocol.

1.1 Goals and Method

The use of mobile devices over the traditional pen-and-paper approach provides researchers with new experimental opportunities, but also gives rise to new challenges on conceptual, methodological, and technological levels. In this survey, we discuss these challenges in light of recently published ESM studies and through a synthesis of related work. Despite the large number of studies employing the ESM on mobile devices, no comprehensive literature overview exists on the use of ESM on such devices. Our literature review aims to cover this gap and provide researchers with practical advice on running ESM studies on mobile devices, and in particular smartphones. A recent survey on the use of experience sampling for behaviour research identifies recent developments in mobile technologies for ESM (Pejovic et al. 2016). Our review extends this work by providing a structured overview of current ESM practices and developments in a larger time-frame. In addition, we provide advice on methodological decisions and identify both future trends and requirements in the scope of mobile experience sampling. Ultimately, our work develops a systematic framework for conducting and reporting ESM studies in the era of widespread smartphone usage.

We conduct a systematic literature search on the use of the ESM and the methodologically related Ecological Momentary Assessment (EMA), covering three established digital libraries from the computer science domain. We then select and analyse those papers involving mobile devices. Following this collection of the literature, we analyse several study parameters that vary across studies. Using these study parameters, we aim to establish an overview of potential study configurations and recommended practices for other researchers. In addition, we evaluate currently available software tools and compare their functionality to the study parameters following from the literature review. Finally, we draw on the findings of our literature review to identify future developments in the area of experience sampling.

We wish to immediately acknowledge that, despite our best efforts, our survey may not be all inclusive. More specifically, there may be literature employing ESM/EMA which may not be indexed on the selected databases. On the other hand, we believe that the selected databases cover most research venues in the computer science domain. Similarly, the list of software tools may not be all inclusive and we encourage the reader to contact the authors if we omitted any important tool.
1.2 Organisation of the Survey

Section 2 provides a background of the ESM, offering an historical overview as well as acknowledging the potential challenges and alternatives to the usage of the ESM. Section 3 presents the literature review and discusses the identified study parameters. In Section 4, we discuss the different approaches with regards to data collection and give practical advice for researchers on the implementation of these parameters. Section 5 focuses on the reporting of ESM study results. In Section 6, we provide an overview of available ESM tools for researchers, and identify their strengths and weaknesses in relation to our previous findings. Finally, we draw our expectations of future developments in the domain of experience sampling in Section 7.

2 BACKGROUND

The ESM is used by researchers from a wide variety of academic disciplines to increase their understanding of human behaviour. We present a basic overview to the methodology and its applications (Section 2.1), providing a starting point for those unfamiliar with the ESM. This is followed by a historical perspective on the use of the ESM (Section 2.2) considering the close methodological ties to the diary study. The historical overview is followed by an impression of the technological developments that have come to shape the ESM as it is used today (Section 2.3). Finally, we discuss the challenges encountered by researchers when using the ESM in studies (Section 2.4), as well as some of the most well-known alternatives to this methodology (Section 2.5).

2.1 Experience Sampling

The ESM is employed by researchers with an interest in studying human behaviour. Participants of ESM studies are requested to provide self-reports on their activities, emotions, or other elements of their daily life multiple times per day. These self-reports are provided by answering a short, usually identical, questionnaire upon receiving a notification (e.g., smartphone notification, text message). Following the collection of self-reports across multiple days and among various participants provides researchers with a profound insight into the studied daily life experience(s). As participants record their answers in their natural environment, as opposed to in a laboratory, these in situ self-reports provide a more accurate representation of the participants’ natural behaviour.

One of the initial studies that applied this methodology investigated adolescent activity and experience (Csikszentmihalyi et al. 1977). Participants were asked to complete self-reports at random points throughout the day for the duration of a week. These self-reports consisted of questions such as “What was the main thing you were doing?” and “Were you in control of your actions?”, combined with various Likert scale questions regarding the quality of the participants’ interaction. With a combined total of 753 self-reports, the researchers could construct the activities on which adolescents spend their time and how they experienced these activities.

To date, the methodology has been applied in a wide variety of fields with review papers on the use of this method in areas such as mood disorder and dysregulation (Ebner-Priemer and Trull 2009), substance usage (Shiffman 2009), and binge eating (Haedt-Matt and Keel 2011). Furthermore, the ESM is also actively used in computer science—most notably in the discipline of human-computer interaction (HCI). Consolvo and Walker (2003) discuss the possibilities of the ESM for ubiquitous computing research, specifically touting its ability to evaluate a technological artefact. Given their nature of blending with the users’ environment and being available ‘on the go’, ubiquitous applications are notoriously challenging to evaluate. Laboratory studies are therefore unable to capture the user experience of such applications during actual usage, something much more feasible using the ESM.
We provide two examples to highlight the possibilities of ESM for computer scientists. In our study on smartphone usage (van Berkel et al. 2016b), participants answered a single binary question each time they started using their phone. In addition, sensor logging was used to infer usage of the device. This combination of human and sensor data allowed us to quantify smartphone interaction sessions. In a different study, Church et al. (2014) employ the ESM to gain insights into daily information needs and how these needs are addressed in both mobile and non-mobile settings. For both examples, researchers rely on the participants’ self-reports to construct an understanding of their motives and needs.

2.2 Historical Perspective

The methodological constructs for the later development of the ESM were provided by diary studies. The diary study is a popular research method that captures a wide variety of aspects on daily human life. In a diary study, participants are asked to fill out (daily) self-reports regarding their experiences, activities, and feelings—often focusing on a selection of particular event(s) or feeling(s). Bevans (1913) already applied a variation of the diary study technique as early as 1913 to investigate the daily patterns of working men.

Diary studies allow for longitudinal data collection outside the laboratory, in the participants’ natural environment, and outside of public life. Consequently, a diary study does not rely on direct observational methods that may skew the collected data (Bolger and Laurenceau 2013). As such, diary studies are highly suitable to study commonly occurring events in daily life. These events determine our lives to a great extent, since, as stated by Wheeler and Reis (1991): “little experiences of everyday life fill most of our waking time and occupy the vast majority of our conscious attention.”

Two types of diary studies can be distinguished: feedback studies and elicitation studies (Carter and Mankoff 2005). In a feedback study, participants answer a set of questions at a predetermined timeslot or event. In an elicitation study, participants capture media (e.g., photographs) when an event occurs and discuss the collected media at a later point in time with the researcher(s). Both types of diary studies have their shortcomings, most prominently the limited reach of data collection (feedback studies) and humans’ inability to reliably reconstruct past events (elicitation studies) (Iida et al. 2012). A common drawback in the diary study lies in the fact that study participants must remember and be sufficiently motivated to complete these diary entries. In addition, participants can fabricate (analogue) diary entries at a later point in order to counterfeit study compliance (Broderick et al. 2003).

The ESM relies heavily on the concept of the diary study, but aims to mitigate some of the aforementioned drawbacks. This follows from the need to measure the behavioural and intra-psychic aspects of (day-to-day) human life in a more reliable and consistent approach than possible with the diary study. The ESM fulfils this requirement by reducing reliance on the participants’ ability to accurately reproduce earlier experiences, minimising cognitive bias. Cognitive bias has been shown to reduce the validity of collected data (Iida et al. 2012). The ESM aims to preserve the ecological validity during a study, which is defined as “the occurrence and distribution of stimulus variables in the natural or customary habitat of an individual” (Hormuth 1986).

In a diary study, the time between onset of, and a participant’s reflection on a studied phenomenon is shorter when compared to traditional debriefing interviews occurring at the end of a study, reducing retrospection bias. An example of such a bias is “Rosy retrospection,” in which study participants evaluate past events (e.g., a vacation trip) more positively retrospectively than they did during the actual event (Mitchell et al. 1997). The ESM significantly differs from diary studies in the way questions are delivered to study participants. In diary studies, participants receive question sets passively and at their own initiation, while the ESM actively prompts participants to answer
a question set. This enables a further reduction of the time gap in-between onset of and reflection on the studied phenomena.

As previously mentioned, Csikszentmihalyi et al. (1977) conducted one of the first ESM studies while analysing adolescent activity and experience in the late 1970s. The authors instructed participants to complete a paper self-report form upon each incoming pager signal. The self-report contained questions regarding the participants’ context and subjective state at that particular moment. Participants were required to carry with them both an electronic pager and paper questionnaires.

Following the introduction of the PDA (Personal Digital Assistant), many studies have adopted such digital devices. For example, Taylor et al. (1990) and Totterdell et al. (1992) summarise early explorations into applying the ESM on PDAs in the early 90’s. Back then, the main concerns of these researchers regarded the PDAs limited battery life, unstable data storage, and high device costs—in addition to the risk of introducing novelty bias with the new technology. These concerns ensured the continued usage of pagers in combination with pen-and-paper data collection. The introduction and widespread usage of smartphones and other mobile devices has eventually replaced the use of PDAs.

2.3 Digital Evolution of the ESM

The ESM, originally used on electronic pagers (Csikszentmihalyi et al. 1977), has traditionally been quick to adapt to new device types as they became available. This uptake has allowed the ESM to evolve alongside these new developments—further exploiting its advantages over alternate methodologies. Technological advances have given rise to new possibilities for the ESM (Barrett and Barrett 2001). Advantages of smartphone-based ESM studies include:

— Improved Data Quality through Validation. Unusually short response completion time could indicate a participant ‘skipping’ through the questions. Questionnaires can also be configured to expire after a set time period after which they are withdrawn. Using a paper-based approach, participants may reconstruct or fabricate data after the intended time period has expired (Broderick et al. 2003).

— Context Reconstruction. Utilising the sensors of the mobile device employed during the study, a wide variety of sensors and data modalities become available. This enables researchers to collect not only the explicit answers of the participants, but also the context in which these answers are provided.

— Real-Time Study Status. Researchers can receive and analyse study data in real-time. This allows researchers to identify any possible errors while the study is still running, such as identification of participants not adhering to the study protocol, technical problems, or participants dropping out of the study.

— Advanced Question Logic. Presented questionnaires can embed logical constructs. This way, questions can depend on previous input from the participant or the participant’s current context. This allows for potentially richer data collection and a reduction of unnecessary questions (thus reducing participant strain).

— Rich Media Collection. Participants can collect visual and auditory material explicitly. This augments the collected data, allowing for a richer qualitative insight into the daily experiences of the study participants.

Technological developments have allowed ESM studies to increase in both the attainable survey complexity and richness of the captured context. This leads to new possibilities in data collection, as shown in the quadrants of Figure 1. These opportunities of data collection, as represented in Figure 1, are further discussed in Section 7.2.
2.4 Potential Challenges for the ESM

Studies employing the ESM face a number of potential difficulties. In the following text, we outline several concerns based on findings from the literature (Barrett and Barrett 2001, Scollon et al. 2003), and provide alternative or updated point of views.

— *Participant Burden*. Answering ESM notifications throughout the day is a considerable burden for participants. Study factors such as the number of questions, daily alerts, and question types can be configured to reduce this burden (Klasnja et al. 2008). By assessing the participants’ context in the background, it is possible to reduce interruption to those moments relevant to the researcher. The literature also describes the requirement for participants to visit the laboratory throughout the study to transfer their data (Barrett and Barrett 2001). While the widespread availability of Internet connectivity removes this requirement, eliminating regular visits to the researcher’s laboratory may also reduce participant motivation as there is less opportunity for the creation of a mutual research alliance between researcher and study participant.

— *Participant Retention*. Because of the frequent action required by participants, study dropout rates are generally high. Literature suggest to adjust compensation rates accordingly (Barrett and Barrett 2001) or for researchers to make the collection of data intrinsically rewarding to the participants (Hektner et al. 2007). This requires additional software implementation, and is highly dependent on the nature of the collected data. We give the example of participants’ own self-reports being used in discussion with their professional caregiver, providing a direct benefit to data collection (van Berkel et al. 2016a). Another example is found in the visualisation of self-reports—allowing participants to measure progress and answer their personal (quantified-self) questions (van Berkel et al. 2015). Lastly, the attitude of research assistants in communication with participants has also been discussed as an influencing factor on participant retention (Conner Christensen et al. 2003). Section 4.5 contains concrete advice on this matter.

![Fig. 1. Matrix overview of ESM opportunities following an increase in question complexity and context richness.](image-url)
— **Programming.** A mobile application or service is often required to run an ESM study. In the current smartphone era, freely available software packages (e.g., AWARE (Ferreira et al. 2015b), PACO (PACO 2016), and Purple Robot (Karr 2015)) have decreased the costs and required level of technical knowledge to run an ESM study. Yet, the availability of accessible tools for researchers without programming skills is still lacking (Raento et al. 2009, Rough and Quigley 2015)—acting as a deterrent for researchers to carry out mobile experience sampling studies.

— **Study Equipment.** Cost, software compatibility, and device characteristics have all been considered as important factors when buying study equipment (Conner Christensen et al. 2003). In addition, literature highlights the difficulties in managing study devices and ensuring that the devices are not misused (Barrett and Barrett 2001). Market penetration of mobile devices is currently so high (GSMA 2016), that researchers should consider utilising the participants’ own devices during the study. This also removes the need for participants to carry an extra device, contributing to a more natural experience for the participant and reducing novelty and learning effects introduced by the study equipment.

— **Platform Heterogeneity.** The large number of different devices produced by hardware manufacturers has led to a diversified product landscape, with variations in both hardware and software components (e.g., screen size, CPU, memory, operating system). This introduces unique limitations for each configuration, and requires flexible software to support a wide range of devices.

— **Data Quality.** Relying on participant provided data introduces several concerns with regards to the quality of collected data. This includes a lack of participant answers, deliberately wrong or careless answers, response shift (changes in the participants’ internal standard when rating events or emotions), and participant reactivity. Participant reactivity is the occurrence of participant behaviour adjustments as the result of knowing that they are being observed—a problem that is strongly present in observational studies, but has been found to be limited in ESM studies (Barrett and Barrett 2001). To increase data quality, researchers can clean their data to filter out any suspicious information. We further discuss the aforementioned concerns regarding data quality, including how to identify and resolve these potential problems, in Section 4.6.

### 2.5 Critique and Alternatives to the ESM

Several papers have published critiques on the ESM as a method for measuring the intra-psychic aspects of human life. One category of criticism addresses the fact that the ESM measures data ‘in the moment’, therefore being unable to capture participant reflection on the measured phenomenon (Isaacs et al. 2013). In case the researcher is interested in investigating reflection, other research methods are indeed preferable (e.g., interview studies (Kvale 2007)). However, the aim of the ESM is to allow for in situ data collection of current events, as this provides a more reliable way of collecting data on everyday life without relying on the reconstruction of past events.

Gouveia and Karapanos (2013) present two major points of criticism regarding the ESM: “While the experience sampling and diary methods are considered the gold standard of in situ data collection […] they also entail important drawbacks as they are disruptive to participants’ daily activities and suffer from a lack of realism as the remote researcher does not have rich data about the situations on which participants report […]” By including sensor-based data collection in a study, researchers are able to reconstruct a rich situational picture for each individual participant at each moment in time (Dey 2001). Evidently, the context as inferred from the mobile device’s sensors is likely unable to provide a detailed or complete understanding as obtainable in a laboratory.
observation. On the other hand, the ESM does allow for deployment in the participants’ naturalistic and familiar environment. Critique regarding the level of participant disruption of in situ data collection (Gouveia and Karapanos 2013) is valid, i.e., ESM notifications may come at inopportune moments and interfere with the participants’ current activity.

Researchers have developed a few alternatives to the ESM. The Ecological Momentary Assessment (EMA) was developed to perform in situ data collection in the discipline of behavioural medicine (Shiffman et al. 2008). Some scholars state that “EMA is a more broadly defined construct than ESM” (Stone and Shiffman 2002), arguing that the focus of ESM is traditionally limited to randomized sampling (i.e., the presentation of notifications at random times) as opposed to other sampling techniques, and is focused on private and subject phenomenon as opposed to behavioural and physiological measures. However, the terms ESM and EMA are nowadays often used interchangeably (Scollon et al. 2003; Yue et al. 2014), as the methods for data collection become analogous. For this reason, when we use the term ESM in this survey, we also refer to studies employing EMA.

Other related methodologies found in the literature include the Day Reconstruction Method (DRM), shadowing studies, and video-based observational studies. We shortly highlight these methods and include references for the interested reader.

Kahneman et al. (2004) developed the DRM to be used for well-being research. Like the ESM, it aims to characterise the experiences of daily life through self-reports. Instead of several short questionnaires throughout the day, participants reconstruct their experiences either at the end of the day or at the following day. This reduces participant burden, but consequently the DRM is unable to capture in situ data. Participants are usually asked to first reconstruct the events of the day into a sequence of (chronological) episodes, after which they answer a set of questions by drawing on the reconstructed sequences.

The shadowing methodology, first observed in management studies from the 1950s, describes an observation technique in which researchers follow, ‘shadow’, study participants, noting down observations which they consider relevant. A study on foremen working in an assembly plant is often seen as a key example of this method (Walker 1956). As the researchers are present during observation, they can record the events of interest (as opposed to relying on the participants’ judgement). On the other hand, the presence of a researcher may skew the behaviour of participants and introduce ethical issues—as for example observed in the measurement of hospital hand hygiene compliance (Haas and Larson 2007).

Lastly, video-based observation consists of the (audio)visual recording of the environment of interest (Asan and Montague 2014). Researchers are not directly present during the observation period, thus reducing the intrusiveness of the study. In addition, researchers can observe the scenario multiple times and from multiple angles. The downsides of this method include the limited observation area covered by static cameras, change in behaviour of participants as the result of being observed, and the amount of manual work involved with reviewing and annotating video data. As observation is limited to the instrumented area(s), video-based observation is most suited for studies assessing a phenomenon restricted to a single location. An alternative is found in wearable cameras, which can often be clipped on to a participant’s clothing and are small enough to be relatively unobtrusive. While this allows for in situ observation, it remains tedious to analyse the recordings and introduces new ethical considerations for both the study participants and their surroundings.

3 LITERATURE REVIEW

We conduct an extensive and systematic literature review on the use of the ESM. For this, we utilise three established digital libraries focusing on the computer science domain (IEEE Xplore
Digital Library, ACM Guide to Computing Literature, and USENIX). Together, these libraries provide a distinctive overview of peer-reviewed publications in our community. We applied an ‘inclusive or’ search query using the terms Experience Sampling Method, Ecological Momentary Assessment, and Experience Sampling. Abbreviations such as ESM and EMA were not included as a search term as they result in a high number of false positives by referring to different scientific concepts (e.g., ‘Effective Mass Approximation’). Our search strategy includes both full-text and metadata (e.g., title, abstract) in the search results. Furthermore, we apply a search filter to only consider publications since 2005 to ensure a focus on modern mobile devices.

After merging these search results and removing duplicate papers, a total number of 461 papers remained. These 461 papers were each individually analysed by one of the authors of this literature review. In case of ambiguity or confusion, we consulted among ourselves to find consensus in our classifications. Many papers were included in the search results, but excluded from further analysis. Typically, these papers either asked participants to answer questions on a device while being supervised by a researcher (either in a lab setting or in the field), deployed one-off surveys on mobile devices or online, described a system or software without evaluating it, were a literature review, or were a brief work in progress. Following this curation, a total of 110 relevant papers remained.

3.1 Study Parameters

Based on the analysed literature, we identify common study parameters in ESM studies. We would like to acknowledge once more that our analysis may not be all inclusive and is based solely on the information available in the publications’ content.

3.1.1 Study Duration. The average reported study duration is 32 days, with a high standard deviation of 57.1 due to several high outliers (see Figure 2). As such, the median study duration of 14 days gives a more accurate representation of study duration in the analysed studies. A reported study duration of 1 month is assumed to consist of (4 * 7 =) 28 days. For studies reporting a different study duration between participants, we assigned the mean duration value. Most studies (70.9%) report a study duration of less than 1 month. We believe this is a natural consequence of the ESM methodology and self-reports in general, as a safeguard to reduce participant burden.
In their review of Ecological Momentary Interventions, Heron and Smyth (2010) found a similar large difference in study duration and urge researchers to find a “balance between study duration and intervention frequency.” The currently common practice, in which studies last for around 2 weeks (Table 1) and request multiple short questionnaires per day, usually results in a good response rate. This duration is in line with previous recommendations from diary studies (Stone et al. 1991) and ESM studies employing PDAs (Reis et al. 2000).

3.1.2 Number of Participants. The number of participants differ drastically in the analysed papers, ranging from 1 to 1013 participants (SD = 124.6). Due to several outliers, the mean number of participants is relatively high with 53 participants. Our results indicate a median number of 19 participants, providing a more representative insight into ESM practices. This number of participants is in line with the local standards in the HCI community (Caine 2016) (sample size has a mode of 12 and a median of 18).

Researchers use various methods to determine a study’s sample size, including prospective power analysis, data saturation, cost analysis, or by using guidelines (e.g., local standards) (Caine 2016). While a power analysis provides an objective approach to determining sample size for a quantitative analysis, it also comes with various limitations. As a power analysis is based on previous data on the topic at hand (e.g., effect size), it is less useful to study novel technology, as is often the case in computer science. A moderate sample size makes it feasible for researchers to carry out exit interviews or other qualitative methods. For these reasons, we believe the current practice of sample size in experience sampling, which is in line with local standards of the HCI community, is appropriate. However, we do recommend researchers to use Bayesian statistics, as this allows for statistical inference on small sample sizes (Kay et al. 2016).

3.1.3 Response Rate. Participant response rate, often referred to as compliance rate in medical literature, describes the ratio of answered ESM notifications across the study population. We define response rate as: number of fully completed questionnaires divided by the number of questionnaires presented. If participant responses were removed from the results (e.g., nonsense answers were provided), we subtracted these responses from the number of completed questionnaires only. A high response rate indicates a more complete picture of the studied phenomena. Furthermore, it is a sign of data being collected over an array of timeslots and more likely to be contextually diverse. The opposite also holds: a low response rate indicates a low level of in situ measurements. A lower response rate (missing measurements) may be the result of multiple factors, including most prominently; the study’s ESM configuration options (e.g., notification expiry time), low participant motivation, or instrumentation flaws.

A total of 65 papers (59.1%) did not report response rates. In an additional three papers, the response rate was considered ‘not applicable’, as participants did not receive any notifications but were free to submit data at any time. Average response rate for the remaining papers is 69.6% (SD = 22.8%).

Response rate is affected by many factors, including study subject, methodological configuration, and questionnaire length. Equity theory (Adams 1963) suggests that participants are more willing to provide input if the costs to participation (e.g., time, energy, resources) are lower than the value of the expected outcome. This might explain some of the differences observed in Table 1. The study with the lowest response rate, (Fischer and Benford 2009), asked participants to report their engagement while playing in a long-term game. Participants were therefore occasionally interrupted during game-play, without any direct personal benefits following from the study. Studies with higher response rates typically provide a concrete goal that is of direct influence to the participant (e.g., providing context information prior to answering a phone call (Grandhi and Jones 2015)). Larson and Csikszentmihalyi (1983) originally advised researchers to establish a “viable
Table 1. Overview from Systematic Literature Review

<table>
<thead>
<tr>
<th>Reference</th>
<th>Duration (in days)</th>
<th>N</th>
<th>Signal</th>
<th>Interval</th>
<th>Event</th>
<th>Free-input</th>
<th>Trigger</th>
<th>Response rate</th>
<th>Compensation</th>
<th>Personal device</th>
<th>Device sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Consolvo et al. 2005)</td>
<td>14</td>
<td>16</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>90.4%</td>
<td>•</td>
<td>•</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Abowd et al. 2005)</td>
<td>21</td>
<td>12</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Khalil and Connelly 2006)</td>
<td>10</td>
<td>20</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>80.0%</td>
<td>•</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Tsai et al. 2006)</td>
<td>28</td>
<td>15</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>80–100%</td>
<td>yes</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Froehlich et al. 2006)</td>
<td>28</td>
<td>16</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>80.5%</td>
<td>•</td>
<td>•</td>
<td>no</td>
<td>•</td>
</tr>
<tr>
<td>(Sala et al. 2007)</td>
<td>3</td>
<td>19</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>35.0%</td>
<td>•</td>
<td></td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>(Hareva et al. 2007)</td>
<td>14</td>
<td>5</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>(Mihalic and Tscheligi 2007)</td>
<td>7</td>
<td>8</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Markopoulos et al. 2015)</td>
<td>7</td>
<td>36</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Anthony et al. 2007)</td>
<td>7</td>
<td>25</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>92.0%</td>
<td>•</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(ter Hofte 2007)</td>
<td>7</td>
<td>10</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>74.0%</td>
<td>yes</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>(Munukknen et al. 2008)</td>
<td>14</td>
<td>55</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Khan et al. 2008)</td>
<td>7</td>
<td>11</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Klasnja et al. 2008)</td>
<td>8</td>
<td>20</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Khan et al. 2009)</td>
<td>7</td>
<td>20</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td>•</td>
</tr>
<tr>
<td>(Westerink et al. 2009)</td>
<td>1</td>
<td>32</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Mancini et al. 2009)</td>
<td>21</td>
<td>6</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>(Fischer and Benford 2009)</td>
<td>13</td>
<td>16</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>17.9%</td>
<td>yes</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>(Ara et al. 2009)</td>
<td>14–28</td>
<td>60</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td>•</td>
</tr>
<tr>
<td>(Motahari et al. 2009a)</td>
<td>28</td>
<td>129</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>(Pärkkä et al. 2009)</td>
<td>90</td>
<td>17</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not applicable</td>
<td>no</td>
</tr>
<tr>
<td>(Motahari et al. 2009b)</td>
<td>21</td>
<td>165</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>20.0%</td>
<td>•</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Lee et al. 2010)</td>
<td>84</td>
<td>10</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Tejani et al. 2010)</td>
<td>336</td>
<td>304</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>(Fischer et al. 2010)</td>
<td>10</td>
<td>11</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>65.0%</td>
<td>yes</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Cowan et al. 2010)</td>
<td>14</td>
<td>16</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>31.3%</td>
<td>no</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ketykó et al. 2010)</td>
<td>1</td>
<td>18</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Grandhi and Jones 2010)</td>
<td>6</td>
<td>38</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Ellingson and Oken 2011)</td>
<td>1</td>
<td>1</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Maxhuni et al. 2011)</td>
<td>5</td>
<td>3</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td>•</td>
</tr>
<tr>
<td>(Kim et al. 2011)</td>
<td>21</td>
<td>11</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td>•</td>
</tr>
<tr>
<td>(Fischer et al. 2011)</td>
<td>14</td>
<td>20</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>68.9%</td>
<td>•</td>
<td></td>
<td>no</td>
<td>•</td>
</tr>
<tr>
<td>(Pessemier et al. 2011)</td>
<td>7</td>
<td>29</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>100%</td>
<td>no</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>(Moturu et al. 2011a)</td>
<td>168</td>
<td>54</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td>•</td>
</tr>
<tr>
<td>(Fisher and Simmons 2011)</td>
<td>7</td>
<td>5</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>yes</td>
<td></td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>(Rosenthal et al. 2011)</td>
<td>28</td>
<td>19</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>(Moturu et al. 2011b)</td>
<td>168</td>
<td>54</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>(Fletcher et al. 2011)</td>
<td>14</td>
<td>25</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>(Rieger et al. 2012)</td>
<td>1</td>
<td>128</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td>87.7%</td>
<td>no</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>(Wang et al. 2012)</td>
<td>28</td>
<td>28</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>no</td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
Table 1. Continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>Duration (in days)</th>
<th>N</th>
<th>Signal Event</th>
<th>Signal Interval</th>
<th>Free-input Event</th>
<th>Fixed-Baseline Responses</th>
<th>Name</th>
<th>Location</th>
<th>Phone calls</th>
<th>Network related</th>
<th>Bio-signal(s)</th>
<th>Phone usage</th>
<th>Accelerometer</th>
<th>App usage</th>
<th>Other(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Korunka et al. 2012)</td>
<td>28</td>
<td>6</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ickin et al. 2012)</td>
<td>28</td>
<td>30</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Moreno et al. 2012)</td>
<td>7</td>
<td>189</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Wilson et al. 2012)</td>
<td>2</td>
<td>15</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(López et al. 2012)</td>
<td>5</td>
<td>12</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Lepri et al. 2012)</td>
<td>42</td>
<td>51</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Gomes et al. 2012)</td>
<td>168</td>
<td>12</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Gaggioli et al. 2013)</td>
<td>7</td>
<td>6</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Costa et al. 2013)</td>
<td>14</td>
<td>7</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hasan et al. 2013)</td>
<td>21</td>
<td>5</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Liang et al. 2013)</td>
<td>14–28</td>
<td>11</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Lathia et al. 2013)</td>
<td>18</td>
<td>22</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Teso et al. 2013)</td>
<td>144</td>
<td>54</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Burgin et al. 2013)</td>
<td>7</td>
<td>749</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ickin et al. 2013)</td>
<td>2–5</td>
<td>5</td>
<td>*</td>
<td>Not applicable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Weppner et al. 2013)</td>
<td>84</td>
<td>9</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Nguyen et al. 2014)</td>
<td>15</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Pergler et al. 2014)</td>
<td>1</td>
<td>12</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Church et al. 2014)</td>
<td>84</td>
<td>108</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ferreira et al. 2014)</td>
<td>14</td>
<td>15</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Sabatelli et al. 2014)</td>
<td>3</td>
<td>7</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hasan et al. 2014)</td>
<td>42</td>
<td>19</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Faiola and Srinivas 2014)</td>
<td>3</td>
<td>24</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ayzenberg and Picard 2014)</td>
<td>10</td>
<td>10</td>
<td>*</td>
<td>Not applicable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Harbach et al. 2014)</td>
<td>27</td>
<td>52</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Smith et al. 2014)</td>
<td>112</td>
<td>11</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Van den Broucke et al. 2014)</td>
<td>14</td>
<td>13</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Yue et al. 2014)</td>
<td>5</td>
<td>1013</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Liu et al. 2014b)</td>
<td>7</td>
<td>20</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Patil et al. 2014)</td>
<td>15</td>
<td>35</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Gonzales 2014)</td>
<td>6</td>
<td>76</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Linmap and Rice 2014)</td>
<td>1</td>
<td>24</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Seto et al. 2014)</td>
<td>14</td>
<td>12</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Adams et al. 2014)</td>
<td>10</td>
<td>7</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Alcañiz et al. 2014)</td>
<td>7</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Tollmar and Huang 2015)</td>
<td>7</td>
<td>40</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Miu et al. 2015)</td>
<td>1</td>
<td>10</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Kim et al. 2015b)</td>
<td>37</td>
<td>57</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Niforatos and Karapanos 2014)</td>
<td>7</td>
<td>13</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Sabra et al. 2015)</td>
<td>1</td>
<td>10</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 1. Continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>Duration (in days)</th>
<th>N</th>
<th>Signal Event</th>
<th>Interval Event</th>
<th>Free input</th>
<th>Fixed Pad &amp; responses</th>
<th>Ratio</th>
<th>Compensation</th>
<th>Personal device</th>
<th>Device sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Ghosh et al. 2015)</td>
<td>16</td>
<td>2</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hasan et al. 2015)</td>
<td>42</td>
<td>34</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Patil et al. 2015)</td>
<td>15</td>
<td>35</td>
<td>•</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Grandhi and Jones 2015)</td>
<td>7–14</td>
<td>30</td>
<td>•</td>
<td>93.3%</td>
<td>no</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Reyal et al. 2015)</td>
<td>28</td>
<td>12</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Shih et al. 2015)</td>
<td>28</td>
<td>34</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Kim et al. 2015a)</td>
<td>2</td>
<td>22</td>
<td>•</td>
<td>92.0%</td>
<td>no</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ferreira et al. 2015a)</td>
<td>168</td>
<td>218</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Guha and Wicker 2015)</td>
<td>365</td>
<td>204</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Saeb et al. 2015)</td>
<td>14</td>
<td>18</td>
<td>•</td>
<td>•</td>
<td>mixed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Xu et al. 2015)</td>
<td>7</td>
<td>97</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Intille et al. 2016)</td>
<td>28</td>
<td>33</td>
<td>•</td>
<td>40-90%</td>
<td>mixed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Gustarini et al. 2016)</td>
<td>27</td>
<td>42</td>
<td>•</td>
<td>52.1%</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Zhang et al. 2016)</td>
<td>18</td>
<td>24</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Johansen and Kanstrup 2016)</td>
<td>30</td>
<td>5</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Yang et al. 2016)</td>
<td>14</td>
<td>91</td>
<td>•</td>
<td>91.7%</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Maekawa et al. 2016)</td>
<td>15–25</td>
<td>15</td>
<td>•</td>
<td>78.8%</td>
<td>no</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Vladutri and Poellabauer 2016)</td>
<td>28</td>
<td>17</td>
<td>•</td>
<td>29.3%</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Weber et al. 2016)</td>
<td>7</td>
<td>16</td>
<td>•</td>
<td>•</td>
<td>no</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ciman and Wac 2016)</td>
<td>28</td>
<td>25</td>
<td>•</td>
<td>58.2%</td>
<td>yes</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Smyth and Heron 2016)</td>
<td>11</td>
<td>90</td>
<td>•</td>
<td>89.0%</td>
<td>no</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Mehrotra et al. 2016)</td>
<td>56</td>
<td>20</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Spanakis et al. 2016)</td>
<td>14</td>
<td>100</td>
<td>•</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Nguyen et al. 2016)</td>
<td>21</td>
<td>13</td>
<td>•</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ashour et al. 2016)</td>
<td>112</td>
<td>10</td>
<td>•</td>
<td>97.8%</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Lee et al. 2016)</td>
<td>25</td>
<td>16</td>
<td>•</td>
<td>88.0%</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Walsh and Brinker 2016)</td>
<td>2</td>
<td>179</td>
<td>•</td>
<td>•</td>
<td>mixed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Buschek et al. 2016)</td>
<td>30</td>
<td>18</td>
<td>•</td>
<td>49.1%</td>
<td>yes</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Mayer et al. 2016)</td>
<td>4</td>
<td>85</td>
<td>•</td>
<td>•</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hernandez et al. 2016)</td>
<td>5</td>
<td>15</td>
<td>•</td>
<td>75–90%</td>
<td>no</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In research alliance,” in which participants understand the importance of their contribution to the study to ensure high response rates. While we acknowledge the importance of this notion, this alone might not be sufficient. Results from our literature review indicate that a direct connection between the participants’ effort and an intrinsic reward are beneficial. We therefore advise researchers to make the collection of self-reports intrinsically rewarding for the participant when possible (see Section 4.5).

The method used to designate responses as valid or invalid also influences the study’s overall response rate. For example, Shih et al. (2015) present a questionnaire every hour, yet only dismiss this questionnaire after 3 hours. This essentially allows participants to answer multiple
questionnaires in one session. In a different study, notifications were automatically dismissed after three minutes (Ferreira et al. 2014). These decisions highly affect the level of in situ measurement and the resulting response rate. Because of the negative effect on the level of in situ measurement, we generally advise against the stacking of questionnaires. These examples highlight the importance of reporting methodological study parameters (see also Section 5).

3.1.4 Compensation. A variety of participant compensation structures are present in the analysed literature. Various studies also combine different structures in their reward schema. Following a classification of the literature, we define four compensation structures:

— Fixed reward paid to participants in which a certain good is offered as an incentive. Common examples are monetary rewards, vouchers, or study credits.
— A raffle, in which participants have a certain chance to win one of the advertised goods. This compensation structure is often combined with a fixed reward.
— Compensation based on the (number of) participant responses. Either by offering participants a fixed reward after a certain response rate is achieved, or by offering a small reward for each answer provided.
— No reward provided to the participant.

Unfortunately, a total of 64 studies (58.2%) do not mention whether or how participants are compensated. This limits our ability to compare study results. These and other such issues regarding reproducibility and comparability are further discussed in Section 5. The most popular form of reward is a fixed reward (21 studies), in which participants receive an agreed-upon reward. Three studies compensated their participants solely on a per answer basis, and another three studies compensated through a raffle—resulting in a reward for only one or several participants. A total of 9 studies specifically note that participants received no reward. In addition, we note that various studies combine two compensation structures. This includes the combination of a fixed reward and compensation based on the number of responses (7 studies), a fixed reward and a raffle (2 studies), and a raffle in combination with the number of responses (1 study).

Figure 3 provides an overview of the effects of compensation on participant response rate in our sample. Please note that the majority of studies in our sample did not report response rates, making
it challenging to identify the relationship between compensation and response rate. Additionally, participants do not solely consider economic motives when participating in a study (Lynn 2001) (see Section 4.5). Although our sample is limited, the data suggests that the use of micro-incentive compensation leads to higher response rates and thus warrants further investigation. Raffle-based compensation has a relatively low response rate in our sample.

3.1.5 ESM Trigger. Notifying participants is a fundamental element of the ESM (Consolvo and Walker 2003; Lathia et al. 2013). Participant burden is reduced by reminding participants to provide data, as opposed to participants providing data at their own accord (Chang et al. 2015). Three different types of notification triggers are described in the literature (Barrett and Barrett 2001; Wheeler and Reis 1991):

— Signal contingent entails the presentation of alerts randomised over the course of a given timespan (usually a single day). This timespan typically contains a certain schedule to avoid night-time alerts. Additionally, the number of alerts can be restricted to a set daily maximum.

— Interval contingent entails the presentation of alerts according to a predefined interval or schedule—for example, to present a questionnaire every hour. Given the standardised time gaps between alerts, interval contingent is well suited for time series analysis (Conner Christensen et al. 2003). Again, it is common to define a schedule to avoid night-time alerts.

— Event contingent entails the presentation of alerts according to the start or completion of a predefined event. This event can result from changes in hardware sensor readings (e.g., GPS (Sabra et al. 2015)), detected events on the device (e.g., an incoming phone call (Grandhi and Jones 2010)), or even an event external to the device (e.g., food intake (Seto et al. 2014)).

Each of these different notification modes can introduce potential biases; “[…] time-based triggers will skew data collection towards those contexts that occur more frequently, while sensor-based triggers […] generate a different view of behaviour than more a complete sampling would provide” (Lathia et al. 2013). In addition to the three notification triggers, we observe several studies encouraging participant-initiated data submissions (e.g., Costa et al. (2013) and Seto et al. (2014)). Allowing participants to submit data is especially useful for events that occur seldom or irregularly, and are in addition very difficult or impossible to measure reliably with mobile sensor information. However, if this is not the case, it is advisable to steer away from active participant input in an ESM study. Its methodology is considerably different, and the data collected from ESM responses and active participant input cannot simply be analysed as one collection.

In Table 1, we observe that interval contingent triggers are most common (26 studies), followed by signal contingent triggers (23 studies), and lastly event contingent triggers (21 studies). From our sample, 7 studies relied solely on data collection initiated by participants rather than notifications. Surprisingly, 5 studies do not report the trigger used in their study. The remaining studies (a total of 28) apply a range of combinations in their contingency configurations. Of these, the most common combination is a random and event contingent trigger (10 studies). This combination ensures both measurements throughout the day and at occurrence of a specific event.

3.1.6 Sensor Usage. Of the identified studies, a total of 70 studies (63.6%) passively or actively collect sensor data from the participants’ study device. Our analysis includes both the use of hardware and software sensors. The location sensor proves to be the most popular sensor, being used in 20 studies, followed by the logging of phone call activity in 12 studies. Other common information types include network-related events (including Bluetooth, 12 studies), and physiological measurements (including activity, 10 studies). Sensor data is used to either construct the participants’ context, or to trigger notifications based on the occurrence of a specified event.
most commonly used sensor, this for example includes inferring interruptibility based on location (Fisher and Simmons 2011), sending a questionnaire at a specified location (Sabra et al. 2015), or distributing participant efforts over a geographic area (Linnap and Rice 2014).

The aforementioned examples highlight the possibilities of experience sampling on mobile devices. In their article on smartphones as a tool for social scientists, Raento et al. (2009) discuss the possibilities of a combined human and sensor data collection approach: “[...] since experience sampling can be easily applied in smartphones to complement background logging, smartphones themselves can provide a partial solution for the need for triangulation. Indeed, smartphones provide three modes of data collection: (1) automatic data logging in the background, (2) experience sampling as a way to collect subjective data, and (3) integration of the two.” (Raento et al. 2009). While thus deemed useful for the social sciences, collection of sensor data remains rare, citing high development costs and lack of specialised skills (Raento et al. 2009). Our review shows that the use of sensor readings is relatively common in computer science, with 63.6% studies reporting the use of sensor data.

3.1.7 Device Ownership. In a total of 49 studies (44.5%) summarised in Table 1, researchers provided their participants with a mobile device for the duration of the study. In 46 studies (41.8%), participants used their personal device. In 4 studies (3.6%), participants used either their own device or a device provided by the researcher. For a total of 11 papers (10.0%), it was not indicated whether participants used their personal device. Figure 4 provides an overview of the changes in device ownership over time.

As seen in Figure 4, the use of personal devices is increasing. This is a positive development, as the use of a study-specific device might have unintentional side-effects. Carrying around a separate research device will affect the participants’ day-to-day activities. "In principle, the less aware the subject is of the presence of the observing device, the less its presence should affect the study.” (Raento et al. 2009). In addition, participants will not be completely comfortable in operating an unknown device, introducing a novelty effect. Unfortunately, we also note an increase in studies in which device ownership is not specified. While this may be indicative of a trend in which researchers assume personal devices used as study device, this cannot be presumed as a considerable number of studies still employ a study-specific device.

Fig. 4. Device ownership in analysed studies.
3.2 Popularity of ESM Over Time

We analyse the popularity of experience sampling over time in the Conference on Human Factors in Computing Systems (CHI). CHI is generally considered as the flagship conference in HCI, and therefore is often used to provide an indication of changes in the HCI landscape (e.g., Caine (2016) and Liu et al. (2014a)). We use the ACM Digital Library to search full-text within each CHI proceedings for usage of one (or more) of the following terms Experience Sampling Method, Ecological Momentary Assessment, and Experience Sampling. We restrict our search to full papers and notes. In addition, we search for the methodologically related diary method (Diary Method, and Diary Study) to allow for a compare and contrast.

The results of this analysis are shown in Figure 5. The first mentions of diary studies are visible in the 1990s, with a continuous uptake in usage following the new millennium. The ESM follows a similar pattern, with first studies carried out in the 2000s. An increase in usage can be seen from 2010 till date, with the trend line indicating increased usage in the coming years. While it is evident that the number of publications at the CHI conference has increased considerably (see x-axis of Figure 5), both methodologies have established themselves in the HCI community and show continued uptake. Although the first publications of the ESM in Psychology already appeared in the late 1970s (e.g., Csikszentmihalyi et al. (1977)), the first publication in CHI which made use of this method appeared in 2002.

To verify whether this aforementioned trend holds true for the general scientific community, we carry out a similar search using Google Scholar. Google Scholar provides a general overview on the output of the scientific community, including a wide range of sources and disciplines. We use the same search terms as for our analysis of the CHI proceedings, and exclude patents and citations. We collect the number of search results per year, ranging from 1981 (as per Figure 5) up to the year 2016.

The results of this analysis are shown in Figure 6. Results leading up to the year 2000 show a similar pattern as seen in the analysis of the CHI proceedings, with mentions of the diary method outranking those of the ESM. The number of search results of the ESM overtake the number of results for the Diary Method in 2009. The trend lines (Loess Curves) indicate that the number of mentions for both methods is expected to increase over the coming years. We must note that the number of total yearly publications within the scientific community have increased considerably over the past decades. In addition, search results returned by Google Scholar come from a wide
range of sources, not all of which are peer-reviewed academic venues. However, this analysis clearly shows the increased popularity of the ESM over time.

4 DATA COLLECTION IN ESM STUDIES

Central to the ESM is the collection of *in situ* data. With increasing capabilities of mobile devices, researchers can collect a wide array of different data sources. These new possibilities raise the question as to exactly *which* data researchers should collect. While determining relevant datatypes is evidently dependent on the research goals, it is prudent to consider all data collection possibilities. Table 2 provides an overview of commonly used question types. We briefly explain each input type, when it is used, and which design challenges one might encounter in a mobile study.

The collection of multiple data types can be used to extract additional value out of participant responses. For example, Yue et al. (2014) investigated the role of photos in ESM studies. Photos not only provide a way to elicit recall in a post-study interview, but can serve as added value during data analysis. Researchers may utilise collected photos to clarify participant answers (e.g., “bought a new keyboard” could refer to both a musical instrument and a computer input device).

It is possible to acquire participants’ context through the sensors of the participants’ mobile device. Context is defined as “any information that can be used to characterise the situation of an entity” (Dey 2001). A key benefit is that acquired context can enrich the collected data without explicit input by the participant. For example, upon completion of a questionnaire, the current GPS location can be stored and linked. This would allow a researcher to determine the meteorological conditions at the time and place of each individual participant response.

4.1 Methodological Decisions

Next to the study parameters already compared and contrasted in Section 3, the literature review highlights multiple methodological decisions that are pertinent to the design of an ESM study. We discuss our findings regarding these critical methodological decisions faced by researcher running an ESM study, categorised into five key categories: notification schedule, notification expiry, inter-notification time, inquiry limit, and study duration.

4.1.1 Notification Schedule. Traditionally, it has been considered good practice to design questionnaires that minimise participants’ burden (Consolvo and Walker 2003). Yet, in ESM studies the goal of the researcher is to collect rich data on a participants’ experiences—resulting in two
Table 2. Common ESM Question Types

<table>
<thead>
<tr>
<th>Input type</th>
<th>Description</th>
<th>Question type usage</th>
<th>Mobile design challenge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text field</td>
<td>Text entry using keyboard. Can be restricted to only accept text conforming to a set format.</td>
<td>Input unable to be captured in a small set of choices; e.g., the participant’s current thoughts.</td>
<td>Form factor constraints make it tedious for participants to input large amount of text.</td>
</tr>
<tr>
<td>Radio button</td>
<td>Select only one option out of the presented possibilities. Can take a variety of visual appearances.</td>
<td>Make a distinctive choice between a set of predefined options.</td>
<td>Often impossible to include all possibilities, consider the addition of an ‘other’ option.</td>
</tr>
<tr>
<td>Checkbox</td>
<td>Select multiple options out of a presented list. Can take a variety of visual appearances.</td>
<td>Select ‘all that apply’ from a presented list. Both no and only one selection are valid input.</td>
<td>Often impossible to include all possibilities, consider the addition of an ‘other’ option.</td>
</tr>
<tr>
<td>Likert scale</td>
<td>Select one option on a scale. Special type of radio button input type.</td>
<td>Indicate level or degree of (dis)agreement with an accompanying statement.</td>
<td>Limited possibility to display a (large) scale. A ‘default’ selected state allows participants to quickly skip the question(s).</td>
</tr>
<tr>
<td>Slider</td>
<td>Select any value between a set minimum and maximum.</td>
<td>Indicate level or degree of (dis)agreement with an accompanying statement.</td>
<td>Limited level of precision using a slider input.</td>
</tr>
<tr>
<td>Photo/video</td>
<td>Take a picture or shoot a video clip. Often also allows for the selection of a previously captured media file.</td>
<td>Provide media to augment the current context of the participant.</td>
<td>Storage and transfer of files can be problematic on a mobile data plan. Privacy concerns for participant and surrounding.</td>
</tr>
<tr>
<td>Audio</td>
<td>Access to the phone’s microphone(s) to start an audio recording.</td>
<td>Provide media to augment the current context or allow participant to record own thoughts and ideas.</td>
<td>Privacy concerns for both the participant and the participant’s surrounding. Time consuming to analyse and transcribe.</td>
</tr>
<tr>
<td>Affect grid</td>
<td>Describe mood as compared to the total possibility space. Grid of 81 radio buttons.</td>
<td>Indicate mood at a given time, especially valuable when tracked over time.</td>
<td>Limited screen place to explain the workings of the affect grid to participants.</td>
</tr>
</tbody>
</table>
clearly opposing requirements. While questionnaires cannot be completed without interrupting participants, the interruption can be kept as brief as possible by reducing the number of questions (e.g., by considering context), providing a list of pre-populated options through radio buttons, and increasing text legibility.

Studies should adapt their notification schedule to minimise participant burden. For instance, when utilising a signal- or interval-contingent alert type, it may be desirable to avoid waking the participants during the night. Several studies therefore enforce a notification schedule during which no notifications will be sent to the participants at this time of day. For example, Pejovic and Musolesi (2014) apply a 08:00–22:00 schedule, while others allow participants to determine the notification schedule (e.g., Church et al. (2014)).

In addition, researchers can utilise the context of participants to determine a timing that is both suitable for participants and in line with the research question(s). Park (2005) investigated mobile phone addiction and found that 70% of participants use their phone directly after waking up. Hence, by inferring sleep and wake-up time, researchers can adjust notification schedule parameters for each participant. In fact, the use of context information over strict timeslots in determining user availability can prove to be much more efficient. For example, Randall and Rickard (2013) present a questionnaire at the event of participants’ listening to music on their device and report 27% of their data being recorded outside of a regular ‘collection window’ from 08:00–22:00. We therefore recommend researchers make use of these sensor readings, as they can be successful indicators to users’ attentiveness.

Lastly, researchers may consider scheduling notifications according to literature findings on mobile phone usage. According to data from Dingler and Piplot (2015), mobile phone users are attentive to messages for over 12 hours per day, with higher levels of attentiveness during evenings and weekdays. Researchers can utilise this knowledge in multiple ways. For example, longer questionnaires can be sent during the evening hours, while short questionnaires are presented during daytime. However, researchers must also be wary of the consequences of this behaviour. If questionnaires are answered primarily in the evening hours, this skews data collection and reduces the validity of the study. Therefore, it is important to visually inspect the distribution of answers over time, both over the total duration of the study, as well as the spread of answers over a cumulated day. To combat this effect, researchers can combine an event-contingent study configuration, in which a questionnaire is triggered by a specified event, with a random or pre-determined time schedule. Using this approach, questionnaires are triggered following an event, but only once per timeslot. This prevents an imbalance in questionnaire answer times.

4.1.2 Notification Expiry. Participants’ response time to ESM notifications is an influencing factor on the measured level of in situ. Previous work has argued that ESM notifications should be withdrawn if they are ignored for a given amount of time (Abdesslem et al. 2010; Froehlich et al. 2007), ensuring that the question was answered in the context in which it was presented. Researchers can configure a notification expiry to specify the time after which unanswered questionnaires are withdrawn. This concept has also been called notification time-out (Consolvo and Walker 2003) and notification lifetime in the literature.

Our literature review indicates different notification expiry times (e.g., 3 minutes (Ferreira et al. 2014), 5 minutes (Khan et al. 2008)). Sahami Shirazi et al. (2014) found that if a user is to interact with a notification, there is a 50% chance this happens within the first 30 seconds after notification onset. Furthermore, there is a 83% probability that users will interact with a notification within the first 5 minutes after notification onset (Sahami Shirazi et al. 2014). Therefore, introducing notification expiry in a study can reduce participant burden while increasing data quality by maintaining a high level of in situ. Determining a suitable notification expiry time is dependent on
the content of the ESM questionnaire and the chosen ESM scheduling parameters. For example, an event-contingent study with a frequently occurring event is likely to benefit from a short expiry time. Ensuring notification expiry, the issued notification should be removed from the notification drawer to prevent further user-interaction. We strongly advise researchers to expire an ongoing notification when a new notification is send to the participant, preventing the ‘stacking’ of multiple notifications. Multiple of the same questionnaires answered at the same point in time provides no new information to the researcher, and negatively affects reliability of the data analysis.

4.1.3 Inter-Notification Time. Presentation of frequent notifications can overload the participant and reduce willingness to participate over a longer period of time. Intuitively, users are more willing to answer a question frequently when the question is short and does not require serious mental effort. The *inter-notification time* allows the researcher to configure the *minimum* time in-between two notifications. The literature shows considerable differences between ESM studies regarding the timeout between notifications. Consolvo and Walker (2003) restrict to one notification per 72-minute interval, with a maximum of 10 questionnaires per day. Ferreira et al. (2014) determined an inter-notification of 15 minutes for their study after analysing how long users are likely to leave their phone screen turned off. As a suitable inter-notification time is dependent on the measured parameters, experimentation is often advisable in order to determine a suitable timing (Iida et al. 2012).

The acceptability of a certain number of notifications is highly dependent on the time and effort required to complete each questionnaire (Consolvo and Walker 2003). In case the goal of the study is to observe long-term behaviour while also requiring fine-grained details on the observation, Collins and Graham (2002) suggest the combination of two separate data collection methods: "One attractive alternative is to use a longer measurement interval for the bulk of the data collection, but also to collect a subset of data using a temporal design with a shorter measurement interval." Using this combination of methods, long-term strain on participants is reduced, preventing higher drop-out rates and a near-certain drop in response quality.

4.1.4 Inquiry Limit. The *inquiry limit* determines the maximum number of questionnaires sent during the determined notification schedule. A sensible inquiry limit can be used to reduce the burden on study participants (Consolvo and Walker 2003). When participants are asked to answer open-ended questions (typically take longer to answer), the inquiry limit should be reduced, while short binary questions allow for a higher inquiry limit. One study indicates that "a sampling frequency of five to eight times per day may yield an optimal balance of recall and annoyance" (Klasnja et al. 2008). The questionnaire prompted to participants in this study contained eight questions, requiring participants to enter numbers on the occurrence and length of their walking and sitting behaviour up till the notification. Different research settings (both on the level of required recall and time required to complete questionnaires) will require a different inquiry limit. In order to get a feeling for the experienced participant burden, Hektner et al. (2007) advise researchers to run their own study as test-participant prior to inviting real participants. This is a good idea, as it will allow the researcher to not only experience the participant burden, but also to validate the technical implementation of the system.

4.1.5 Study Duration. The duration of a study is typically dependent on various factors, most importantly the frequency of occurrence of the studied phenomenon, number of questions per day, and questionnaire length. A study observing a rare event will require a longer duration to capture sufficient data points. Sending many questionnaires in a day will quickly reduce participant motivation, making it unfeasible to run for longer durations of time. Consequently, researchers aiming for more questionnaires per day should reduce either study duration or questionnaire length.
Despite the study duration being dependent on various factors, some common guidelines can be established.

To ensure a variety of days in the participants’ life are captured, a minimum duration of 1 week is advisable: “Seven days are likely to yield a fairly representative sample of the various activities individuals engage in and to elicit multiple responses from many of these activities.” (Hektner et al. 2007). For the maximum duration, no clear guidelines exist in the literature. Early diary studies report on the potential effect of self-reflection among participants in studies with a long duration and find the quality of collected data to deteriorate after a period of 2 to 4 weeks (Stone et al. 1991). Similarly, PDA-based ESM studies usually have a duration of 2 weeks (Reis and Gable 2000). We recommend similar durations for experience sampling on modern mobile devices, as this aspect has not yet been extensively studied. Therefore, a study investigating a frequently occurring phenomenon (i.e., multiple times a day) is typically well represented using a duration of 1 to 3 weeks. It is the responsibility of the researcher to analyse the collected data for any significant differences between the onset of the study and the last days of data collection. Any observed differences might be the result of reduced participant commitment, and/or an effect of study measurements on the participants’ behaviour.

4.2 Privacy
With the use of mobile devices as a research instrument, an enormous amount of personal data can be collected. This is even more true when the participants’ personal device is used for the data collection process. As described by Raento et al. (2009), participants may not realise the potential impact of the data collected—even if the researcher explicitly states what data is being collected. In fact, even the researcher may not be fully aware of what other revealing information exists within the dataset (Raento et al. 2009).

To grant participants more control over the data being collected, Lathia et al. (2013) allow sensing to be ‘paused.’ Participants have to actively enable this feature, which will stop the data collection for 30 minutes—and which can be repeated indefinitely. Raento et al. (2009) state that informed consent entails reminding participants that they are being observed, giving the example of playing a “beep” sound prior to their study participants engaging in a (recorded) phone call. The researchers state that this has in some cases led to altered conversations, missing important/relevant data, or simply biasing the participant. Therefore, there is a clear consideration to be made between reminding the participant about being observed and collecting more complete and truthful information.

4.3 Interruptibility
Given the personal nature of mobile devices, interruption of the user during day-to-day usage can quickly become an annoyance (Church and de Oliviera 2013), leading to reduced response rates. There is a growing literature on interruptibility on mobile devices, with notifications playing a key role in obtaining a user’s attention (Pielot et al. 2014). These mobile notifications have been described as using visual, auditory, and/or tactile signals to inform the device owner (Sahami Shirazi et al. 2014).

Previous work has shown that smartphone notifications often interrupt the ongoing task of the user (Cutrell et al. 2001), and frequent notifications can start to annoy users (Church and de Oliviera 2013). These and similar findings have prompted the development of machine learning classifiers exploring opportune moments of notification presentation (Mehrotra et al. 2015). Knowing when and how to interrupt study participants is, therefore, of value to a researcher running an ESM study. For instance, Pielot et al. (2015) successfully show an increase in response rates when issuing
notifications during periods of “boredom.” A ground truth on the level of experienced boredom was achieved using an ESM questionnaire.

Pejovic and Musolesi (2014) considered context in analysing interruptibility and accompanying sentiment. Using a classifier and manual participant labelling, the authors identify opportune moments of interruption, while also showing that sentiment decreases as the number of notifications increases during the day. Interruption load is therefore an important factor that researchers should consider when determining the timing of ESM questionnaires.

It is also important to highlight that incoming notifications by other applications running on the participants’ phone are challenging to anticipate. Still, this information could be valuable to determine an opportune moment for interruption. Based on the aforementioned work (Pejovic and Musolesi 2014), it can be argued that when a participant has not received notifications for a while, willingness to reply increases. On the other hand, it is also reasonable to assume that when the participant is already responding to an incoming notification, it is less of a strain to respond to a study questionnaire. Surprisingly, no study has investigated the effect of participants’ own application notifications on ESM response rate.

4.4 Presentation of ESM on Mobile Devices

Consolvo and Walker (2003) discuss several parameters that should be considered when designing a questionnaire, including question readability (e.g., font-size, contrast) and modality (e.g., text-based, audio-based). Some researchers propose that these parameters should be configurable by the participant to ensure accessibility for all (Froehlich et al. 2007). However, this results in a significant increase in development costs, which is simply not feasible for every study. We therefore advise researchers to focus their questionnaire design on a single modality (most likely text-based), and to make one design as accessible as possible.

Validated paper-based questionnaires can be considered as an effective basis for ESM questionnaires, for example the use of the Patient Health Questionnaire-9 (Jelenchick et al. 2013). However, questionnaires developed for traditional media (e.g., paper, computer monitor) cannot always be directly transformed for presentation on mobile devices. Long sentences, (complex) text input, and large selection lists may become unusable on small screens (Väätäjä and Roto 2010). Thus, the presentation becomes a methodological concern that researchers may have to review in light of the possibilities and restrictions of mobile devices.

As an example, Meschtscherjakov et al. (2009) explored the use of emoticons as a way of allowing for quick user input on a mobile device. Using a horizontal alignment of five emoticons, they propose a non-verbal question format—changing both the visual presentation and methodological construct. Their results indicate no bias caused by the emoticon-based presentation technique.

Hektner et al. (2007) propose various ESM question formats for capturing the external coordinates of experience; date, time of day, physical location, activities, and companions. Note that for several of these questions, the mobile device used by the participant can (partially) infer this information in the background. According to Hektner et al. (2007): “[…] these elements paint the backdrop against which one’s daily experience is lived out.” The thoughts and feelings of the participant are considered the internal coordinates of experience, and should be inferred through other questions. To measure these internal coordinates, researchers may consider questionnaires used in prior studies in order to increase inter-study comparability.

4.4.1 Logic and ESM Questions. The use of logical-based constructs (e.g., if condition x is met → ask question y) allows for the presentation of questions based on predetermined conditions. Froehlich et al. (2007) distinguish between prescripts and postscripts. Prescripts are executed before a question is presented, allowing the question to take into account the current context. Postscripts
allow researchers to influence the question flow based on a (set of) predetermined condition(s), such as current sensor readings or answers provided by the participant. This is often called *question branching*, *question skipping*, or *answer piping*. Using these logical constructs, data collection can focus on the exact moment(s) required by the researchers. As an example, analysing the user’s context can allow the software to send a questionnaire every time the user travelled for at least a certain specified distance or following the conversation with a colleague.

### 4.5 Response Rate

Given the possibility for researchers to collect data in real time, participant input can be continuously analysed to assess retention rates as the study progresses. Researchers should contact participants when questionnaires have remained unanswered for multiple days. This allows researchers to answer any question the participant might have, resolve any technical issues, potentially convince the participant to increase participation efforts, or otherwise discard the participant and recruit a new participant. In addition, providing feedback on participant progress can increase retention rates (Hsieh et al. 2008; Stone et al. 1991). The consequences of participants with a low response rate are dependent on the studied phenomena and the context in which they are studied. For a study investigating a long-term condition (e.g., dietary patterns (Seto et al. 2014)), participant results with a low response rate would be of little value—whereas a study regarding relative short-context situations (e.g., speed dial (Lee et al. 2010)) could still benefit from a participant with only a small set of collected data points.

Various theories exist regarding the impact of incentives or compensation on participants’ willingness to complete a questionnaire. Literature suggests that participants often combine a variation of *economic*, *altruistic*, *assistive*, and *reciprocative* (i.e., offering something in return) motives (Lynn 2001). The literature also contains practical suggestions to entice a high response rate in ESM, including: visualising participant data as a feedback mechanism (Hsieh et al. 2008), complex remuneration structures (Conner Christensen et al. 2003), the use of gamification mechanisms (van Berkel et al. 2017), and enticing participant engagement to feel part of the study (Larson and Csikszentmihalyi 1983). We encourage researchers to explore the possibilities to integrate such an incentive in their studies. Engaging with study participants (e.g., during study intake) to entice participants to feel part of the study is a recommended practice for all studies. This requires the researcher to emphasise the importance of the participants’ contribution, describe the global study goal, and establish a joint rapport. In our own work, we establish joint rapport through individual intake sessions of 10 to 15 minutes. During these sessions, we take a friendly and professional approach in explaining the study goal and the participants’ task(s). This involves taking the time to answer any questions from participants, and showing a genuine interest in any concerns the participant may have. We are upfront about any (personal) data collection, and provide details about implemented privacy measures. In addition, we make sure the participant understands the task(s), and that any software is successfully installed. Lastly, we thank participants for their participation and tell them to reach out to us (email, visit our office) if they have any problems or questions.

A common incentive for participants is a monetary compensation. Interestingly, a high compensation may not lead to desirable results. Stone et al. (1991) offered a compensation of $250 for participation but encountered poor data quality in their collected data. One potential reason for this may be the fact that participants were attracted for the wrong incentive (receiving money over the desire for altruistic participation). As shown in Figure 3, the use of micro-incentives (i.e., small (monetary) incentive per completed questionnaire) shows promise in achieving high response rate. While the sample is relatively small due to missing reports on response rate, we encourage researchers to utilise this incentive structure more frequently in the future. We advise against raffle-based compensation, as it leads to the lowest response rate in our sample.
4.6 Data Quality

Following the collection of participant answers, study data should be carefully prepared and analysed. We discuss three factors related to data quality which researchers should consider following data collection.

Data cleaning is used to filter out both nonsensical information provided by participants and erroneous data as the result of technical problems. Examples as identified in the literature review include the removal of participants with atypical smartphone usage behaviour (Buschek et al. 2016), and discarding incomplete or incorrectly compiled responses (Gaggioli et al. 2013, Harbach et al. 2014). In addition, the literature describes the removal of responses with suspiciously fast completion times (McCabe et al. 2011). Determining a suitable threshold for this depends on the questions presented and the answer options available (binary choice buttons allow for faster answers than text fields). McCabe et al. (2011) advise a (somewhat arbitrary) threshold of 0.5 seconds. Lastly, participants with a low response rate should be removed, as their data does not provide a complete picture on their daily experiences. Although the removal of participants with a low response rate is common practice, examples from the literature indicate the use of different thresholds (e.g., participants with no responses (Moreno et al. 2012), participants who completed less than half of the assigned tasks (Yang et al. 2016)). As the current literature does not provide well-supported cut-off rates for either questionnaire completion time or response rate, we suggest researchers to compare the results of individual participants to that of their peers to determine outliers in their data (e.g., completion times shorter than twice the standard deviation).

Lastly, the response shift phenomenon is an effect in which participants change the meaning they assign to response scales over the course of a study. As stated by Barta et al. (2012), “a study participant who rated her depressed mood as 5 on a 5-point scale might on a subsequent report rate the same intensity of depressed mood as 3 or 4 because she has come to realise that her depressed mood could be considerably more severe than the mood to which she had previously assigned a rating of 5”. Schwartz et al. (2004) apply a retrospective pretest–posttest design (i.e., ‘thentest’), measuring the participants’ recalibration through a pre-study assessment and a post-study assessment of the pre-study experience—thus calculating the response shift effect. We advise researchers to apply the thentest or similar methods when collecting participant data on reflective measures (e.g., mood, pain, quality of life).

5 INCONSISTENCIES IN REPORTING ESM STUDIES

We highlight the inconsistencies observed in ESM study reporting, followed by practical advice on reporting important methodological decisions. The conducted literature review (Table 1) highlights multiple methodological decisions currently underreported. From a total of 110 studies, 65 studies do not report response rates, 64 studies do not provide information on participant compensation, 11 studies do not specify whether participants were using their personal device or a study-specific device, and 5 studies do not report the configuration of notification triggers. This inconsistency in, or complete lack of, reporting results is a critical shortcoming in both research methodology and practice. For example, a high response rate provides the reader with the reassurance that the presented results can be projected to the chosen population sample (Barclay et al. 2002).

5.1 Towards Consistent Reporting of Study Metrics

The consistent reporting of all major study metrics enables scientific comparison across ESM studies and even across the various scientific disciplines in which this method is applied. In addition, it will allow for more accurate replication of study results. We identify a set of core ESM metrics,
common to all studies, which we consider critical to be reported by researchers. These core metrics are:

- **Number of Participants.** Both prior to and following the data cleaning process.
- **Study Duration.** In case of differences between participants report the average study duration (including SD).
- **Notification Schedule.** Trigger mechanism, frequency, and any excluded hours.
- **Notification Expiry.** Report even if notifications do not expire.
- **Inter-Notification Time.** Report even if no inter-notification time is established.
- **Inquiry Limit.** Report even if no maximum number of notifications is established.
- **Device Ownership.** Participants’ usage of personal or study-specific device.
- **Response Rate.** Response rate after the data has been cleaned.

In addition, any abnormalities in the reported data should be reported. This is especially the case for studies with a lower response rate. Information on the distribution of responses, both across participants and across time, allows for the identification of any potential skewing in terms of participant behaviour. We are not the first to draw attention to the importance of consistency in reporting study metrics in self-report methodologies. We refer the interested reader to Stone and Shiffman et al. (2002) and Church et al. (2015) on reporting guidelines for additional information.

### 6 ESM SOFTWARE

A wide variety of ESM-related tools exists, ranging from mobile texting services to sophisticated data collection frameworks. With a constantly evolving software landscape, it is worthwhile to analyse the existing choices. Services disappear, become outdated, receive a large overhaul, and new services emerge. We base our selection of tools for evaluation on the lists of resources provided by Conner (2015), Rough and Quigley (2015), and additional applications discovered through our peers and online search. Following the topic of our work, this analysis dismisses SMS texting services, generic survey tools without a notification mechanism, (purpose-made) PDA’s (e.g., PsyMate (2016)), discontinued/unmaintained services, and non-English tools. Researchers interested in these specific categories are directed to the extensive overview by Conner (2015). By discontinued/unmaintained, we mean tools that have not been updated in the last 3 years, that is, these tools can no longer serve as a reliable instrument for deployment in a user study as they do not work on the latest mobile software (i.e., Android, iOS).

Table 3 shows wide differences in terms of functionality, pricing, and configuration options between the various software tools. Of 12 tools, 8 offer support for both the Android and iOS mobile platform, 3 are Android only, and 1 is iOS only. A total of 6 tools are offered for free, while the other tools are part of a commercial service (often in various tiers, sometimes providing a ‘free tier’ with limited capabilities). An open source license is provided for five of the analysed tools.

While most tools support signal and interval contingent notifications, support for event contingent notifications is only supported by six tools. Out of these six tools with support for event-contingent notifications, only two support active-sensing of all five analysed events (GPS, accelerometer, participants’ usage of messaging, screen state (on/off), and phone details (e.g., incoming-call)). This lack of support for event-contingent notifications can explain the difference in number of studies applying this notification technique as compared to signal and interval contingent triggers (as seen in Table 1). In addition, the ability to collect and store sensor data was limited in most of the studied tools. While location tracking was supported by 11 out of 12 tools, other commonly used sensor types (e.g., accelerometer 5/12, and messaging 4/12) are missing.
6.1 Software Usability

Raento et al. (2009) discuss technical obstacles regarding the use of smartphones as a tool for carrying out research: “Thus far, smartphones have been mainly used in applied interdisciplinary areas like HCI and computer-supported cooperative work, mainly because of high development costs and the specialised skills needed for their utilization, but the technology clearly has potential beyond these applied settings.” A surprisingly high number of platforms allow for configuration through a form-based web interface, omitting the need for software development skills. Unfortunately, the overview suggests that this also often results in lack of support for more advanced functionality (e.g., sensor logging, notification triggers). Thus, the possibilities for a researcher are limited without performing some form of programming. One key example is the absence of sensor-integration in the majority of software tools that we surveyed. The few software tools that do include integration with sensor readings are both technically complex or limited to the passive recording of sensor values without considerable software development. A similar sentiment can be found in the literature: “a lack of programming knowledge often hinders researchers in creating ESM applications” (Rough and Quigley 2015). In order to combat this obstacle, Rough and Quigley (2015) introduce Jeeves, a visual programming environment that aims to make use of the ESM more accessible to researchers without programming experience. Jeeves allows researchers to construct logic conditional statements using an accessible ‘drag-and-drop’ design.
In order for the ESM to increase its methodological value, there is a clear opportunity in the active reading of sensor values. Sensor values of the participants’ mobile phones are helpful to determine in which context the questionnaire appears, as well as selecting those questions which are most relevant to the identified context. This increases the consistency of ESM results through contextual awareness, and can further reduce cognitive bias (Consolvo and Walker 2003). However, the interpretation of such raw sensor values is a complex task. For example, to obtain useful information from raw accelerometer values requires not only periodic sensing, but in addition needs feature engineering, classifier training, classifier evaluation, and finally inference to recognise physical activities (e.g., running) from raw sensor values. These are highly specialised skills, and are out of scope for most ESM practitioners. To make smartphone sensors useful for researchers thus requires software tools to offer high-level inferences of sensor values, rather than just collecting raw data. Only when high-level inferences become available can researchers obtain an increased context richness of their participants, resulting in new possibilities for ESM studies (see Figure 1).

Furthermore, the majority of the analysed tools offer little flexibility concerning customisation of study parameters. Again, those tools with more extensive parameter configuration possibilities require considerable technical configuration. While customisability of study parameters is often valuable, the currently found implementations reduce accessibility for a majority of researchers. What is lacking is an approach that allows for both a guided configuration-based on best practices, and a more extensive customisation possibility. This way, a researcher could easily configure the essential study considerations, while allowing for further customisation of other parameters when required.

Lastly, most software tools support only a subsection of available questionnaire input types (most common input types summarised in Table 2). While it is clear that the need for a checkbox is more common than the need for an affect grid, the absence of a certain input type in the software can act as a barrier for researchers aiming to apply the ESM in their study. A noticeable absent input type among the majority of analysed software tools was the recording of multimedia data (image, video, audio). The capture of these types of multimedia data has been shown to be a useful addition during data collection (Yue et al. 2014).

7 FUTURE OF MOBILE EXPERIENCE SAMPLING

Technological developments have improved both the reliability and possibilities of the ESM. Going forward, mobile context awareness, in which both sensing of and reacting to a certain context is enabled by the mobile device itself (Lovett and O’Neill 2012), will take on a larger role in experience sampling. In addition, the participants’ input device will no longer be the only device used to construct the participants’ context, as data from external devices and networks will be integrated to construct a richer context of the participant. Simultaneously, new technological challenges and methodological decisions arise as these technologies are introduced. Technological challenges include inter-device communication across devices and software systems, strict battery optimisation techniques, and different input techniques between devices. Examples of methodological questions include ensuring consistent data quality across devices, presentation of questionnaires on different form factors, and the timing of notifications based on a rich contextual understanding.

The effect of mobile ESM on scientific areas outside of computer science will be profound. While our review indicates that mobile sensors are actively used in the computer science discipline, this is not yet the case for other fields despite proven interest and opportunities (e.g., Ben-Zeev et al. (2015) and Raento et al. (2009)). As described in the previous section, there is a pressing need for accessible ESM study design tools that allow researchers outside of the computer science domain to configure advanced mobile instrumentation studies. These new tools will result in a large increase...
in the usage of passive and active sensor data as researchers from fields such as psychology and medicine embed these new possibilities in their study designs.

7.1 User Interfaces for ESM

Developments in mobile platforms enable new input methods for ESM questionnaires. A recent example is the introduction of interactive notifications. These notifications allow users to quickly respond to incoming requests without leaving the application they are currently using, thus reducing participant strain and potentially increasing response rate. These interactive notifications can prove useful for questionnaires, especially when answer options are limited.

An alternative to the use of questionnaire notifications is the collection of self-reports as a by-product of another task. An example is the use of ‘unlock journaling’ (Zhang et al. 2016), in which unlocking the phones’ screen is used to answer a single-item question through a sliding movement. The authors report an increase in frequency of answers, and reduced levels of experienced intrusiveness. We expect the popularity of this method to increase as new input types are implemented. The vast amount of daily smartphone unlocks and the short duration of smartphone usage sessions (van Berkel et al. 2016b) ensure a high number of potential answers over the day. We urge researchers to explore other creative input methods on mobile devices to reduce participant burden and open the way for longer deployment periods.

The use of social networks as a data collection tool has not yet been explored in the context of ESM. Recently, several large-scale social networks introduced interactive chat-bots (e.g., Facebook Messenger). These chat-bots can be configured to ask questions at certain time intervals, and even use make up of natural language interpretation to follow-up on participant answers. An advantage of these chat-bots is that no additional application needs to be installed, and multiple operating platforms can easily be supported. On the other hand, participants may easily be distracted by the context of the application while completing a questionnaire (e.g., simultaneously talking with friends), or even delay using the application altogether as to prevent showing their online peers that they are available to chat. A second example is the use of intelligent personal assistants (e.g., Siri, Alexa). As these assistants are increasingly aware of their user’s context, and can interact with users through multiple input modalities, a more intelligent and participant-friendly ESM configuration is within reach. The effect of novel user interfaces on participant responses will require further investigation.

Researchers have begun to explore the use of wearable devices (e.g., smartwatches) for notification purposes and the completion of ESM questionnaires. Limited screen estate constraints the possibility of both user input and content presentation (Baudisch and Chu 2009; Xiao et al. 2014). Hernandez et al. (2016) compare three different form factors (smartphone, smartwatch, and Google Glass) and find a significant difference in time between an incoming notification and initial user interaction (shortest with Google Glass, longest with smartphone), though no difference in total response time. Questionnaire completion times were significantly longer for the Google Glass compared to both the smartwatch and the smartphone.

7.2 Context Sensing

The collection of context-related information during ESM studies will continue to increase. Mobile devices will allow for the collection of new information types such as physiological data (e.g., heart-rate, eye tracking) and proximity-based information (e.g., local social networks through Wi-Fi Aware), allowing researchers to obtain new information on their participants. For example, physiological data can be used to assess the participant’s engagement when answering a questionnaire—possibly providing an indication of their response quality and reliability. In addition to data collected on the participants’ mobile device, the emergence of a multi-device environment will allow
for a far more detailed construction of a participants’ context. Intille et al. (2003) already explored the possibilities of such a multi-device environment in the context of experience sampling, instrumenting participants’ homes with a high number of sensors. As the number of sensing devices in both public and private space increases, the need for extensive instrumentation is reduced. In addition to increased sensing capabilities, a ubiquitous network can offload content presentation to different devices based on context and questionnaire content (e.g., proximity to participant, screen size in relation to content).

Referring to the matrix shown in Figure 1, wearable device constraints limit the opportunity for a high level of survey complexity. However, a moderate level of context richness is attainable, thus placing wearable devices in the quadrant situated notification. The level of context richness can be further extended through integration with the aforementioned multi-device environment. Traditional pen-and-paper questionnaires allow for high survey complexity at a low level of context richness (repeated survey), whereas mobile devices often combine the opportunity for both a high level of survey complexity and context richness (situated inquiry). The continuous evolution of mobile devices will allow for an ever increases level of context richness. However, the possibility to increase questionnaire complexity is largely dependent on use of a multi-device environment. Larger screen sizes or novel input techniques are required to display and answer questionnaires of higher complexity than possible today.

8 CONCLUSION

The wide variety of studies using the ESM shows that the methodology is well suited and extensively applied to study an extensive array of human related phenomena. The use of participant-owned smartphones to answer ESM questionnaires has become possible due to widespread smartphone usage and available software tooling. This has reduced the strain on participants, as they no longer have to worry about carrying around additional study related objects (e.g., pen-and-paper, study-administrated PDA). In effect, this increases the ecological validity of the study employing this method. Today’s mobile devices have amplified the possibilities and reliability of data collection, while introducing new opportunities for context (re)construction.

In this survey, we discussed the historical background of the ESM and its evolution parallel to the rise of mobile devices and ubiquitous computing. We then discussed the methodology’s challenges and alternatives. We conducted a systematic literature review in the computer science domain and from this identified the prominent study parameters in an ESM study. Following this, we compare the various configurations that researchers apply in peer-reviewed publications. These methodological decisions were further analysed and discussed. We observe that the reporting of ESM study parameters and results has been largely inconsistent. Our analysis provides guidelines on how to address this inconsistency to allow for better comparison across studies.

The combination of human input data and automated sensor data collection has proven to be valuable and is capable of providing previously unattainable insights. Our review shows that the functionality of today’s mobile devices remains underused in ESM studies in the computer science domain, with the literature reporting severe difficulties in other disciplines when it comes to the use of advanced functionalities of mobile devices—partly due to the lack of available software tools. This provides opportunities for the HCI discipline to bring (further) improvements to the application of this methodology. Going forward, we expect the possibilities of the ESM to continue to expand as new technological possibilities arise. Applicability and availability of accessible software will be a key-element to make this methodology available to researchers from a variety of disciplines with varying degrees of technical knowledge. With a continuing improvement of mobile device capabilities and an increased availability in all layers of society, we expect usage of this methodology to increase even more in the future. Finally, in Table 4, we provide researchers a
Table 4. Checklist for Researchers

<table>
<thead>
<tr>
<th>Methodological Decisions to Consider and Report</th>
<th>Outcomes to Report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notification Schedule. Trigger mechanism, frequency, and any excluded hours or contexts.</td>
<td>— Number of Participants. Both prior to and following the data cleaning process.</td>
</tr>
<tr>
<td>Inter-Notification Time. Report even if no inter-notification time is established.</td>
<td>— Study Duration. In case of differences between participants report the average study duration (including SD).</td>
</tr>
<tr>
<td>Notification Expiry. Report even if notifications do not expire.</td>
<td>— Response Rate. Response rate after the data has been cleaned.</td>
</tr>
<tr>
<td>Inquiry Limit. Report even if no maximum number of notifications is established.</td>
<td>— Context Logged. Report which sensors were used to collect data, at what frequency, and how many records were collected.</td>
</tr>
<tr>
<td>Device Ownership. Participants’ usage of personal or study-specific device.</td>
<td>— Abnormalities. Report any differences in collected results over the duration of the study, over the duration of an accumulated day, and between participants.</td>
</tr>
<tr>
<td>Participant Compensation. Describe which strategy was followed, and how much participants were rewarded (even if no reward is provided).</td>
<td></td>
</tr>
<tr>
<td>ESM Question Type. Report the input type and any relevant parameters (e.g., number of points on Likert scale). Provide screenshots of the questions.</td>
<td></td>
</tr>
<tr>
<td>Rich Media Collection. Participants can collect visual and auditory material explicitly. This enriches the collected data, allowing for a richer qualitative insight into the daily experiences of the study participants.</td>
<td></td>
</tr>
<tr>
<td>Validated Questionnaire Adaptation. Report any validated questionnaires that were used, and describe how they were adapted (e.g., rephrased) for a mobile form factor.</td>
<td></td>
</tr>
<tr>
<td>Advanced Question Logic. Presented questionnaires can embed logical constructs. This way, questions can depend on previous input from the participant or the participant’s current context.</td>
<td></td>
</tr>
</tbody>
</table>

checklist of methodological decisions and outcomes to report when conducting an ESM study on mobile devices.
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