Dimensions of ecological validity for usability evaluations in clinical settings
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A B S T R A C T

The development, evaluation, and eventual deployment of novel medical devices is a complex process involving various areas of expertise. Although the need for a User Centred Design approach to the development of both hardware and software has long been established, both current regulatory guidelines and widespread evaluation approaches fail to reflect the challenges encountered during day-to-day clinical practice. As such, the results from these evaluations may not provide a realistic account of the problems encountered by users when introduced to clinical practice. In this paper, we present a case study on designing the evaluation of a novel device to support laparoscopic liver surgery. Through a reflective account of the design of our usability evaluation, we identify and describe seven primary dimensions of ecological validity encountered in clinical usability evaluations. These dimensions are: ‘user roles’, ‘environment’, ‘training’, ‘scenario’, ‘patient involvement’, ‘software’, and ‘hardware’. We analyse three recently published clinical usability evaluation articles to assess (and illustrate) the applicability and completeness of these dimensions. Finally, we discuss the compromises encountered during clinical usability evaluations and how to best report on these considerations. The framework presented here aims to further the agenda of ecologically valid evaluation practice, reflecting the constraints of medical practice.

1. Introduction

Development and subsequent introduction of medical devices to the market is a heavily regulated process in which manufacturers are required to address an array of medical, technical, and safety concerns. Whether these devices are in fact ‘useable’ during real-life deployment is, however, often overlooked during development and the mandatory regulatory process [1,2]. Previous work, going back as far as the 1990s, highlights how the lack of real-world evaluation of medical devices can result in detrimental health outcomes for patients [3,4] or lead to device abandonment by clinical staff [4,5]. Although the adoption of User-Centred Design (UCD) practices in the development of healthcare applications highlights the importance of end-user involvement (e.g., [6–8]), legislative bodies and evaluation protocols typically fail to reflect the day-to-day practices of clinical settings.

First, usability evaluation is poorly represented in overarching legislative frameworks. The European Union’s Medical Device Regulation (hereafter ‘EU-MDR’) [2] was introduced in 2017 and regulates the commercialisation of new medical technology. The EU-MDR applies to all medical devices (including active implants), including devices aimed at diagnosis, prevention, and treatment, with the exception of in vitro diagnostic devices. Critically, the EU-MDR applies to both hardware and software, as software intended “to be used for one or more of the medical purposes set out in the definition of a medical device” [2] is considered as a medical device. Devices that pass the EU-MDR are eligible for a CE mark after which they can be sold and distributed within the European Economic Area. Although the EU-MDR is an extensive regulatory framework, totalling 175 pages, ‘usability’ is only mentioned in relation to post-deployment monitoring and as a potential element in minor software revisions. Similarly, ISO standard 13485 (Medical devices—Quality management systems—Requirements for regulatory purposes) does not refer to usability [9]. In contrast to the aforementioned example of the EU-MDR, the relevant authorities in the United States (the Food and Drug Administration (FDA) and the National Institute for Standards and technology (NIST)) apply different legislative standards for hardware and for software. The NIST Health IT Usability project provides guides related to usability, with a strong focus on electronic health records (see e.g. [10,11]).
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2. Context & challenges

The context of the project is a collaboration between The Royal Free Hospital, the Wellcome/ESPRC Centre for Interventional and Surgical Sciences (WEISS) at University College London, and the UCL Interaction Centre. The Royal Free Hospital is a large teaching hospital in London, and a leading centre in the United Kingdom in liver surgery.

2.1. Liver surgery support system

The case study on which this analysis is based is a computer-assisted surgery system designed to support clinical staff during laparoscopic liver surgery — in particular, laparoscopic liver resection. Laparoscopic surgery, also known as keyhole surgery, promises various benefits over open surgery, such as reduced recovery time, less patient pain, and lower costs [20–22]. However, the adoption of keyhole surgery remains low among surgeons (currently 5%–30% in most centres [22]) due to the complexity of the anatomy, uncertainty of the tumour margins, and a high risk of bleeding [22] — all while faced with a limited field of view. The support system discussed in this paper, currently under development, aims to make keyhole surgery available to a larger number of patients by providing surgeons with additional real-time information (the position of the tumour within a 3D model of the patient’s liver highlighting the liver vasculature and biliary anatomy) to reduce surgical risks and provide real-time image guidance.

The system allows surgeons to visually overlay an individualised 3D model produced from the routine pre-operative computerised tomography (CT) scan of the patient’s liver on top of the actual liver visualised at laparoscopy at the time of the laparoscopic liver resection. The position of the virtual liver remains aligned to the view of the liver of the patient as the laparoscope moves around, and can highlight the relationship of major veins to the tumour to be resected to the surgical team. Fig. 1 shows one of our participants interacting with the system, which consists of the following elements:

- A laparoscope. Surgeons use a rigid laparoscope, a device attached to a video camera, to visually inspect the liver and surrounding organs/tissue. In order for the laparoscope view to be aligned (tracked) to the 3D liver model the movement of the laparoscope must be constantly monitored by placing a tracking device on the handle of the laparoscope.

- The software application. Providing a user interface to the clinical staff, the software application manages the setup prior to the surgery (calibration and alignment of the virtual liver) and provides support during the surgery (primarily through overlaying the 3D model of the patient’s liver produced pre-op on the laparoscopic view of the liver obtained at the time of surgery (registration)). The application provides a step-based UI, designed to guide the user through all the necessary steps while limiting the number of options available at each step of the process.

- A calibration rig. A custom-designed rig containing a calibration pattern (ArUco pattern [23]) and holder for the laparoscope. The calibration rig allows the user to hold the laparoscope securely in place while performing calibration.

- An infrared tracker. A large physical device positioned on a movable arm to allow for flexible placement, responsible for emitting an infrared signal towards the operating bed. This enables the tracking of the laparoscope’s location in 3D space due to the attached tracking device.

2.2. Evaluation challenges

An evaluation of novel technologies in the clinical landscape requires a careful balancing act between engineering and medical requirements while ensuring a valid evaluation protocol. Here, we discuss the medical, engineering, and organisational challenges faced in preparing a realistic evaluation protocol.
2.2.1. Medical challenges

As reported in Donley’s ‘Challenges for Nursing in the 21st Century’ [24], hospitals face a high turnover of nursing and operating room technicians. This results in a clinical reality in which the end-users of the studied device may not have prior experience in using it. However, providing additional and more extensive training materials is unlikely to overcome this problem. Materials get lost, and oftentimes the required skills are difficult to obtain from text-based material. The extensive training material offered and presented to nurses has resulted in increased information load to nursing staff while simultaneously being unable to keep up with the increased level of evidence-based practice [24]. While ideally the device would not require any specific training in order to operate, this is usually impossible to achieve given the extensive range of advanced functionalities that are offered.

Furthermore, nursing staff are under constant time-pressure to complete their tasks [17,18]. This requires careful considerations of the material provided to nurses. Too much information requires extensive processing time, is unlikely to be read in full, and can be a hindrance to task completion. Similarly, too little information may render staff unable to correctly carry out their tasks.

2.2.2. Engineering challenges

Jerome and Kazman highlight several challenges in the interactions between Software Engineering and Human–Computer Interaction (HCI), including a relative separation of efforts in product development, misaligned development timelines, and failure to include HCI methods in the development process from the start [25]. For the current project, we experienced a number of similar challenges in hardware and software development while collaborating across a group of engineering, HCI, and medical expertise. With new features and requirements proposed by the medical team and a number of (critical) bug fixes, we were delayed in defining a version suitable for the evaluation of the intended software system. From a hardware perspective, we encountered incompatibility between the laparoscope used in the lab and the ones used in the hospitals (requiring further software updates) and delays in the delivery of a calibration rig by a third party. The majority of these problems are the result of misaligned requirements, where system development is an ongoing process in which there was no clear ‘final’ version available for evaluation.

2.2.3. Organisational challenges

As with any evaluation taking place in the hospital, a number of organisational constraints needed to be considered. Early on in the project, we prioritised the use of a real operating theatre for conducting our evaluation. This had a number of consequences, the most challenging of which was to align our evaluation study with ongoing practice in the hospital. As all theatres are used to serve patients, we were unable to run our study during regular theatre operating hours. Although we originally considered running our evaluation during the weekends, it became clear that this would severely limit the number of available participants (theatre and operating team staff). As such, we opted to run the study after theatre operation hours — ensuring both availability of room space and easier access to participants.

3. Method

In order to capture the lessons learned during the design and execution of our user study, we kept a detailed record of the setbacks, decision points, and motivations behind our choices. Given the range of disciplines involved in this study, these records span both different tools and focus areas. The system’s engineers had established a systematic logging system through a private Git repository since the initial stages of the project, listing open issues in relation to the functionality of both the software and hardware. The logging system also allowed the system engineers’ team manager to assign issues to team members, as well as mark issues as complete once they had been resolved. Clinical staff members reported issues encountered during early clinical testing to the system engineers, who subsequently logged the issue and aimed to replicate it at their lab. In preparation for the evaluation itself, we kept a versioned document detailing the study procedure — which was presented and iterated upon throughout various team meetings. During these meetings we frequently discussed the trade-offs between ecological validity, study feasibility, and the intended outcomes of the study. Throughout the evaluation, the evaluator kept notes of the participants’ comments and errors made while navigating the software. A bespoke logging application was developed to keep track of task completion times and to capture participant input. These records, combined with insights obtained from the related work and discussion with colleagues, allowed us to select and motivate the aspects that are key to maximising ecological validity for usability evaluations carried out in a clinical setting.

In combining these aspects into dimensions of ecological validity, we build on the framework analysis of Kushniruk et al. [16] — which consists of four aspects (environment, tasks, users, scenarios). We identify gaps in this framework based on the aspects identified through the design of our user study and synthesise these findings to characterise the primary and discernible aspects into dimensions of ecological validity.

4. User study

In this section we outline the final design of the user study on which this analysis is based, and summarise key findings of that study. This is the principal case study that shaped the framework for ecological validity of evaluations of health technologies presented and tested in later sections. To provide a realistic formative usability evaluation of the prototype system, we studied the full process of system setup — ranging from device assembly to laparoscope calibration. After agreeing to participate in the study, participants were asked to sign an informed consent sheet and were briefed on the goal of the evaluation. Participants were asked to assemble the calibration rig, calibrate the laparoscope, and align the virtual liver with a phantom liver (realistic training model with the physical characteristics of a real liver — as can be seen on the screen in Fig. 1).

As we were interested in assessing the effect of the calibration rig on the system’s calibration process, we ran an experiment in which participants repeated the calibration process twice; once with the use of a handheld alignment plate and once with the rig. In order to offset any learning effects we counter-balanced the order between participants. Each experiment was followed by a short questionnaire, which included the System Usability Scale [26]. The study was concluded with a semi-structured interview in which the researcher captured the participant’s thoughts and confidence in the completed tasks. This protocol was designed to closely mimic the device set up tasks which would be completed immediately prior to surgery.

Participants were recruited from the staff on duty during the days of the study, employing email, snowball sampling, and coffee-room flyers to get in touch with potential participants. We specifically set out to answer the following questions:

- What is the ease of assembly of the calibration rig?
- How does the use of a calibration rig (with calibration chequerboard attached) versus the use of a freehand calibration chequerboard affect the calibration of a liver alignment system?
- What is the overall usability of the system?

1 Manually produced by layering custom blends of silicone, product of Health Cuts.
In order to most accurately reflect the conditions in which our tool would be used, we disassembled the calibration rig prior to each evaluation and packed the individual pieces into a box before handing it to the participant. This process was implemented to replicate the autoclaving process (a commonly used sterilisation procedure). Given the aforementioned challenges in clinical settings concerning limited availability for training and constant time-pressure (see Section 2.2.1), we aimed to embed flexible training tools in our evaluation which were task-specific, supported learning on the job, and included interactive material. The intention was that the flexible training tool would allow the user to become familiar with the calibration system and device set up in a relatively short time without relying on extensive manuals. Although the setup of the liver system is to be completed by two members of staff, we opted to evaluate the system with one of the researchers acting as a scrub nurse to ensure sufficient participant numbers.

In order to train users in the alignment of the pre-operative liver 3D model with the laparoscopic view of the patient’s liver, we developed a software application which allows users to position a model in 3D (see Fig. 2). The training application presents users with the task of aligning two livers on top of one another. It closely resembles one of the more challenging tasks encountered during the setup of the liver system, as it requires the manipulation of a model in 3D space on a 2D screen using nothing but a traditional computer mouse. While the operations (scale, position, and rotation) are familiar to those experienced in 3D design applications, aligning these objects during the constrained time available during anaesthesia is challenging. We presented participants with a short video detailing how to operate the calibration rig.

Patient involvement was deemed infeasible due to the increased medical risk. The liver surgery requires the rig to be assembled and configured directly prior to the operation — a task that is currently carried out by the rig’s engineers. The current study contributes towards the ultimate goal of allowing medical staff to complete the rig setup on their own. Delays in assembling the rig or an incorrect calibration of the laparoscope would be detrimental to the surgery. The use of the aforementioned phantom liver provided us with the required physical anatomy, but is naturally unable to capture all practical aspects of involving patients (e.g., physical position on the bench).

Finally, to mimic the time-pressure clinicians work under and their often limited access to training materials during their day-to-day activities, we aim to gauge the level of instructions required for assembling the rig. We therefore provide a step-based instruction manual to participants when assembling the rig. Rather than providing an extensive manual from the start, which participants would realistically not have time to study in detail during surgery preparation, we systematically increase the level of support offered to participants when they were unsuccessful. If the rig assembly task had not been completed after two minutes, participants were shown a photo indicating the intended outcome of the assembly. Finally, if another two minutes passed without completing the task, participants were given a diagram highlighting each individual step of the device assembly. The intended end-product is shown in Fig. 3.

5. Results

We recruited a total of 10 participants, all working at The Royal Free Hospital. One participant had to drop out of the experiment mid-way due to a medical emergency. We report our results on the remaining nine participants, starting with their demographic information. Our sample consisted of four nurses, three specialist surgical registrars (SpR), and two surgical consultants. Participants had an average age of 36.8 years (sd = 8.0). Our sample consisted of five females and four males. The participant sample had varying levels of experience with liver surgeries; three participants attended 0–100 liver surgeries, four 100–200 surgeries, one between 200–500, and one had attended over 2500 liver surgeries. Participation was voluntary and we did not compensate participants.

In line with the formative nature of the evaluation study, we identified a total of 17 usability issues and software bugs. As these outcomes are not the focus of the work reported here, we do not report these issues and recommended changes in depth but offer a selected example of identified issues:

• **Issue:** Taking a ‘snapshot’ during calibration results in multiple images being registered.
  **Proposed solution:** Apply a minimum delay between snapshots. Capture image on foot-switch release rather than foot-switch press.

• **Issue:** On-screen terminology not understood by participants (e.g. ‘drop’, ‘pickup’, ‘snapshot’).
  **Proposed solution:** Replace with terminology adhering to mental models of end-users.

• **Issue:** Participants unclear which movements are expected following each snapshot.
  **Proposed solution:** Provide an on-screen animation following each snapshot detailing the intended next step.

All issues and bugs identified in this evaluation study will be addressed in the next round of system development.

5.1. Ecological outcomes

We experienced numerous challenges in participant recruitment, primarily as the result of their ongoing clinical work and busy schedules. As such, we were limited in the number of participants recruited. By assigning one of the researchers to act as scrub nurse, we were able to effectively double the number of completed evaluations —
highlighting to us the value of this trade-off between ecological validity and practical study concerns.

Given the total of 17 usability issues, some of which prevented an accurate calibration of the laparoscope, the decision to avoid patient involvement was deemed sensible. Realistically, a re-calibration of the laparoscope by a member of the engineering team would have been required for the majority of participant calibrations — potentially delaying any patient surgeries.

Finally, our decision to mimic the limited access to training materials during day-to-day activities by asking participants to initially assemble the rig without any training instructions (up to two minutes, after which basic instructions were provided) highlighted a number of issues in relation to rig assembly which were unlikely to have been uncovered if training materials had been provided from the start. However, we also note that while most participants took joy in the challenge, some of the participants experienced visible frustration at the lack of guidance provided. This perhaps indicates that the rig was not yet fully ready for a realistic usability evaluation, and that e.g. a focus group session with a small number of intended end-users working collaboratively to improve the rig’s design would have been appropriate at this stage.

6. Discussion

Usability evaluations are heavily context-specific, requiring researchers to obtain a thorough understanding of the problem domain before constructing an evaluation protocol. As described by the Association for the Advancement of Medical Instrumentation, “Many system-use problems were context-specific, subtle, complex, and hard to identify”. [27]. Although there have been several attempts at generating generalisable lessons for usability evaluations, see e.g. Nielsen’s heuristics of evaluation [28] and the categorisation of representativeness offered by Kushniruk et al. [16], these guidelines are typically not specified for the domain of interactive health technologies and fail to reflect the trade-offs required while working in this domain. Human factors research, commonly concerned with the larger process of patient safety, introduced the ‘Systems Engineering Initiative for Patient Safety’ (SEIPS) model [29]. The SEIPS model provides a framework for understanding “the structures, processes and outcomes in health care and their relationships” and is one of the commonly used human factors system models in healthcare. In 2013, Holden et al. published SEIPS 2.0 (model shown in Fig. 4), extending the original model with aspects surrounding ‘configuration’, ‘engagement’, and ‘adaptation’ [30]. Although usability evaluations are typically concerned with the use of a system rather than an entire organisational process, the scope and success of the SEIPS model in considering the ‘work system’ (Fig. 4) indicates the value of a human factors perspective in usability evaluations.

We discuss the design and outcomes of our evaluation study in relation to the ecological validity of usability studies in a clinical context. We present an overview of dimensions of ecological validity as a framework for future usability evaluations. These dimensions are based on the lessons learned from the study design and results (Section 4), prior work by Kushniruk et al. [16], and elements of the SEIPS model [29,30]. Subsequently, to assess the completeness of our framework, we apply it to three recent clinically-focused usability evaluations. Finally, we discuss the need to balance study compromises.

6.1. Dimensions of ecological validity

Building on the experience of designing and carrying out the presented study, our prior work in usability evaluations, discussions with colleagues, and related work – in particular Kushniruk et al.’s categorisation of representativeness into setting, task, users, and scenario [16] – we present seven key dimensions which researchers should use to inform and balance their study design. Although the categories introduced by Kushniruk et al. provide researchers with a high-level overview to improve the ecological validity of their study, their framework does not capture the practical decisions and trade-offs made by researchers. We, therefore, stress the notion of dimensions of ecological validity, as we realise that it is not possible for researchers to obtain an optimal configuration on each of these dimensions. Instead, the framework presented here allows researchers to systematically inspect and recognise the trade-offs of their studies and subsequently increase ecological validity by increasing their efforts along these dimensions. We summarise the identified dimensions, ecological considerations, and common pitfalls in Table 1.

6.1.1. User roles

The false-consensus effect [31], in which people overestimate how much their opinion or experiences are shared by others, has been widely considered in HCI as ‘you are not the user’. This has resulted in a strong push towards user-centred design in which the intended end-user of a system provides input and participates in evaluation studies. Although this practice has also been embraced by HCI researchers working in a clinical context [32], the context of work (i.e., interdisciplinary and in a clinical landscape) introduces various challenges.

First, evaluation paradigms differ greatly between disciplines. As became apparent during the user study, instructions and navigation steps that were apparent to the system’s engineers were not necessarily intuitive to the clinical team who would be the intended end-users. Although this is not unexpected for an HCI audience, it highlights the importance of evaluating new technology with the intended end-users in addition to ‘evaluation’ data collected among system developers. Similarly, Blandford et al. highlight the difference in perspective between HCI and the Health sciences as to who are the primary target audience in determining usability [32]. In the presented evaluation, surgeons may be perceived as the experts in an image guided surgery system, but the system set up and registration may be done, in practice, by the theatre nursing and technical teams.

Second, given the extensive workload of clinical staff, it may be difficult to recruit representative participants for an evaluation of the system. The difficulty of this is increased when considering tasks that are completed by two or more members of staff. In our study, we were able to capture most critical evaluation data while effectively doubling the number of participants available for evaluation by providing the evaluator with a small supporting role. Still, recruiting the appropriate end-user group was challenging due to the unpredictability of the target work environment — as demonstrated inter alia by the fact that one of our participants was called away mid-experiment due to a medical emergency.
6.1.4. Scenario

A realistic scenario not only provides researchers with the means to evaluate the system during ‘real use’, but also helps to ensure that participants engage in a serious manner with the tasks. The realism and relevance of any devised scenario has far-reaching consequences for the ecological validity of the usability evaluation. When considering the ecological validity of scenarios, practitioners have distinguished between the use of goal-based and full scale task scenarios [36]. While goal-based scenarios provide users only with the initial user question or goal, full scale task scenarios describe the steps to be completed by the user. Naturally, the former provides a more realistic evaluation scenario than the latter. By including the preceding steps of rig assembly and the directly related task of liver alignment, we captured the entire process of interaction with this device up to the actual surgery.

6.1.5. Patient involvement

Patient involvement typically refers to the involvement of patients in usability evaluations, but can also point to the role of patients in patient and public involvement (PPI). PPI has seen an increase in attention from researchers and funding bodies to involve and engage people in clinical research. The impact of PPI is often described by highlighting that researchers ‘do not know what they do not know’ until they involve the public in their work [37]. In a synthesis of published work, Staley finds a wide range of categories in which PPI has impacted research, ranging from impact on the research agenda and research design to community organisation and final implementation [37].

In terms of usability evaluations, patient involvement can augment the realism of scenarios and use cases while highlighting any potential challenges introduced in the patient interaction. Involving patients does, however, introduce a number of challenges in clinical settings. First and foremost, patient safety is critical. Second, when running a between-subject comparison of two devices or systems, patient involvement can disparately affect comparison — especially when considering the typically low number of participants in usability evaluations. These two reasons led us to deliberately exclude any patient involvement for the reported study.

6.1.6. Software

Software systems are often at the core of usability studies. Yet, it is important to acknowledge the dimensions along which devices used in a usability stand up to the reality of a real world deployment. To avoid putting patient health and privacy at risk, researchers typically simulate patient data during evaluation. This can inadvertently result

Table 1
Dimensions of ecological validity.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Ecological considerations</th>
<th>Common pitfalls</th>
</tr>
</thead>
<tbody>
<tr>
<td>User roles</td>
<td>Representativeness of participant sample to the intended end-user group. Balancing user time and study requirements.</td>
<td>Assumption that an evaluation with developers can provide a proxy for the end users [33].</td>
</tr>
<tr>
<td>Environment</td>
<td>Ensuring contextual realism while accounting for patient safety and study design requirements.</td>
<td>Evaluating the device in isolation without consideration of the environment in which it will be used.</td>
</tr>
<tr>
<td>Training</td>
<td>Amount and availability of training material that can realistically be expected to be taken in by the user of the system prior and during use.</td>
<td>Assumption that end-users will have (completely) read, understood, and remembered the device’s manual or use instructions.</td>
</tr>
<tr>
<td>Scenario</td>
<td>Consider the larger context in which the device is evaluated and construct user goals around this to construct scenarios which encompass device use from start to finish.</td>
<td>Presenting participants with rigid tasks containing a single start- and end-point unrepresentative of a real-world experience [34].</td>
</tr>
<tr>
<td>Patient involvement</td>
<td>Deep insights offered by realistic interaction between clinician and patient should be offset against the risk introduced to patients by their involvement in a study.</td>
<td>A limited sample size can make a between-subject evaluation challenging in terms of quantitative analysis.</td>
</tr>
<tr>
<td>Software</td>
<td>Degree to which the completeness of the software and the simulated (patient) data represent the breadth of real-world use cases.</td>
<td>Implementation gaps which force (unspoken) assumptions. Similarly, participants may question which elements of a system can still change when a system is presented as fully complete.</td>
</tr>
<tr>
<td>Hardware</td>
<td>Effect of prototype fidelity on the ecological validity of the study.</td>
<td>Overlooking the effect of small differences between prototype and medical-grade hardware on user interaction process.</td>
</tr>
</tbody>
</table>
in the creation of an ‘average’ patient — one for which the system is optimally designed. Such a simulation of software does not sufficiently stress the limits of the system and may therefore fail to evaluate how the system and its users would interact in a difficult scenario, a critical component of any healthcare system. An ideal evaluation scenario will therefore contain a diverse range of usability evaluations. This should include both challenging and straightforward scenarios. User behaviour and system usage in what may initially appear to be a straightforward scenario may e.g. reveal which parts of the system are likely to be skipped over by the user. In our use case of the liver software, we were limited to one liver model due to the limited availability and high cost of a high-quality 3D printed model. How the user would, for example, respond to an incorrectly loaded patient model could therefore not be evaluated in this study.

Another critical component along the software dimension is the completeness of the product being evaluated. Previous work has highlighted the trade-off between functionality and required development time, pointing to the use of (paper) prototypes as efficient replacements for fully-fledged software during initial evaluation scenarios [38]. The use of fully interactive software is, however, likely to be more successful in untangling the complexities faced by end-users during actual use. The case study presented in this paper evaluated an advanced version of the software. Given the continuous development of software (e.g. feature requests, bug fixing), finding the right moment to ‘lock’ the software for evaluation requires support from all stakeholders. In the case study presented here, the wish from stakeholders to evaluate ‘upcoming’ features still in development resulted in delays to our evaluation.

6.1.7. Hardware

The development of clinical-grade hardware is both costly and time-consuming, placing it directly at odds with the iterative nature of many development projects. As such, the use of hardware that can be relatively easily produced or prototyped is common. A distinction is often made between low-fidelity and high-fidelity prototypes, with the former typically consisting of sketches or other visual demos and the latter being used for more functional and interactive prototypes. When considering the use of hardware for usability evaluations, a high-fidelity prototype has a considerably higher ecological validity. In a comparison between these prototyping techniques, Lim et al. showed that low-fidelity prototypes were able to identify major usability issues (e.g., mental model mismatch, location of interface elements), but were unable to uncover some of the issues found through the evaluation of their high-fidelity prototype (e.g., physical handling, comments on the concept itself, performance-related issues) [38]. As such, the use of high-fidelity prototypes can provide a wider range of insights during usability evaluations.

There are, however, critical elements that can be easily overlooked when evaluating prototype hardware. In the case of our usability evaluation, the calibration rig was professionally 3D-printed and underwent multiple rounds of design. Although this provided us with a highly realistic version of the final prototype, it failed to capture the process of packaging materials following autoclaving.

6.2. Framework application

To assess whether our framework captures the primary dimensions of ecological validity for clinical evaluations in studies that differ substantially from our investigation into a laparoscopic tool, we discuss three recent papers from the clinical usability evaluation literature along the seven dimensions of ecological validity presented above. Although it is near impossible to capture the wide variety of methodologies considered in the literature, we set out to identify papers across three distinct methodologies (i.e., in situ, clinical simulation, and lab-based). Furthermore, we limited ourselves to papers from reputable journals with a relevant focus area and a publication year of 2010 or later. Finally, we ensured that our selection covered a variety of applications (i.e., mobile heart monitoring, clinical decision support, and infusion pumps).

Ware et al. present a longitudinal evaluation of patient adherence in the use of a phone-based heart failure telemonitoring system [39]. Twenty-four participants used a smartphone application to remind them to keep track of various vital signs (e.g., blood pressure, heart rate) for up to one-year, followed by semi-structured interviews. The study involved real cardiologists and patients, satisfying the user roles and patient involvement dimensions. Participants received individual training after signing up for the study — an element which is unlikely to replicate if the application is deployed to online application stores. As the participants were evaluated throughout their ‘real’ life while using their personal device, the study scores high on the dimensions of scenario and hardware. Finally, as the evaluation considered a ‘complete’ application rather than one still under development, the study has a high ecological validity on the software dimension. In conclusion, the authors were able to achieve a highly ecologically valid study due to their in situ evaluation using a fully functional software application.

Li et al. present an evaluation of a decision support tool integrated into an electronic health record [40]. The tool was evaluated by eight primary care providers — providing a limited but representative sample of intended user roles. Participants were required to have prior experience in interacting with the electronic health record, limiting the study’s applicability to those with prior knowledge or training. The simulation study involved video clips in which trained patient actors enacted clinical scenarios. Participants had full control over the shown videos (e.g., pause, rewind). Although patient actors are able to partially emulate patient involvement, pausing and rewinding through video material, e.g. when looking for something in the system, does not match clinical reality. The researchers included five different scenarios, ensuring that participants encountered both low- and high-risk settings. Evaluations took place in a mock clinic setting, thus providing a realistic environment in which the evaluation takes place.

The evaluated software integrated with the existing electronic health system — providing a high level of ecological validity. The hardware used for evaluation is not explicitly stated in the paper, but conceivably the computer used to interact with the electronic health records matches the equipment used in daily practice. The authors stress that “it was not a live encounter and the true usability of iCPR in the live setting could not be fully explored by our study” [40]. Our framework application also suggests that the evaluation focuses only on those with prior experience, potentially overlooking issues encountered by new staff members in the future.

Lastly, Schnittker et al. evaluate the usability of an infusion pump interface through an interactive digital prototype [41]. The tool was evaluated by 25 nurses selected from both the general ward and the intensive care unit, providing a realistic sample of user roles. Evaluation took place in an isolated room at the hospital, providing a low level of environmental ecological validity and did not include patient involvement. Training of the pumps’ basic functions was provided through a video — which may align with typical training procedure of infusion pump operation. The scenario consisted of a strictly task-based evaluation, in which participants completed tasks that followed from a use case analysis. Although the selected tasks closely align with the tasks completed in the typical operation of infusion pumps, the insertion and removal of syringes could not be simulated as the evaluation took place on a digital prototype. Participants completed the designated tasks on a working software prototype of the interface. As this interaction was completed on a tablet, the hardware did not align with that used by end-users of infusion pumps — significantly limiting the ecological validity of this dimension.
We summarise the three studies and their decisions with regards to the dimensions of ecological validity in Table 2. As can be seen from the overview table, the dimensions of ecologically valid which have traditionally received strong attention (i.e., ‘user roles’, ‘scenario’) provide a high level of realism. Dimensions such as ‘training’, ‘patient involvement’, and ‘hardware’ often, however, have a much weaker ecological representation.

### 6.3. Balancing study compromises

Throughout the design and preparation of our study, we encountered a number of decision points at which we had to compromise on the ecological validity of our study. Although we argue that these compromises were valid for the purpose of our evaluation, and making the right compromises is a critical element in study designs, we accept that these decisions could adversely influence the final study design.

The evaluated system requires the laparoscope to be prepared prior to each surgery. This task, which includes assembly and configuration of the device, is typically completed by two nurses. However, as it is highly challenging to recruit from this limited population, one of the researchers took on the role of the assisting nurse. The size of the role is limited in our scenario (clicking a button every time the calibration rig is moved), but it prevented us from studying how teamwork might affect the use of the system. Furthermore, no patients were involved in the study as this is simply not relevant in the context of operating theatre preparation. Finally, it was not deemed feasible to integrate our 3D navigation tutorial (as shown in Fig. 2) and video instructions into the software of the liver surgery support system. As such, participants had to switch applications to complete these tasks rather than being offered the tutorials inside the application.

It is important to recognise that working in a multi-disciplinary team can result in different agendas between the project members. Although all team members expressed value in assessing and subsequently improving the usability of the deployed system, the long-term goals differ between team members. From an engineering perspective, conducting a usability study is a regulatory requirement before the system can be deployed and further improved in the hospital. For the medical team members, evaluating the system in situ means that the effectiveness and usefulness of the system can be seen in a real context — indicative of a potential uptake in clinical practice. Finally, for the HCI researchers on this team, analysing and identifying the overarching dimensions of ecological validity was a key desired outcome of this project as well as identifying valid usability problems and mitigations.

In simulation labs, a widely used evaluation environment aimed to increase ecological validity of clinical usability evaluations, researchers are able to ensure a high level of ecological validity on some dimensions (e.g., fake patients, realistic looking wards). However, simulation lab-based studies still rarely simulate the complexity around multitasking, interruptions, and realistic training. Although these compromises are often well motivated, our research field consequently fails to acknowledge and include the same aspects of the realities of clinical practice. As seen from the current and preceding sections, there may be valid reasons to compromise on the ecological validity of a study design. However, as we push for an increase in the overall ecological validity of our clinical usability evaluations, reporting on the study compromises and their motivations is critical in moving forward. We therefore call on other usability researchers working in this context to explicitly report the compromises made in their study designs and consider how these compromises impact the ecological validity of their evaluation. The use of our proposed framework in future usability evaluations will enable researchers to ensure that the seven dimensions of ecological validity are considered in relation to their work and allows researchers to discuss the balancing of study trade-offs in accordance with a set of guidelines. By openly discussing a study’s considerations and the trade-offs made, readers can more accurately evaluate the contribution of this work. Finally, we note that the active use of our framework may also bring to light additional dimensions of ecological validity which we did not encounter but that are of relevance to a substantial number of evaluation studies.

### 7. Conclusion

This paper presents seven dimensions of ecological validity for usability evaluations, specifically targeting end-user evaluations in a clinical setting. While the dimensions of ‘user role’ and ‘scenario’ have long been discussed in the context of usability evaluations, the other dimensions presented here have not received similar attention in the literature. Presenting realistic tasks to representative users only addresses some of the dimensions of ecological validity. The use of realistic training material is especially critical for evaluation in a clinical setting, in which end-users typically do not have the time or resources available to ‘read up’ on how individual systems operate when their use is most critical. Our work aims to increase the ecological validity of usability evaluations, while simultaneously acknowledging that not all dimensions are necessarily required to be fulfilled. Concerns for patient health or practical limitations can result in study compromises. Although oftentimes valid, explicitly considering, reporting, and discussing these compromises and considerations will help to further establish the ecological validity of clinical usability evaluations.
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