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Learning Objectives

• Understand the field of human-computer interaction (HCI), as well as have an overview of relevant work in this area for further reading.
• Understand some of the factors that support the alignment of AI systems with the needs of medical professionals, patients, and other relevant stakeholders.
• Recognize the importance of stakeholder involvement when designing human-AI systems in healthcare.
• Consider the role and importance of a study’s ecological validity, longitudinal assessments, validation across diverse datasets, and iterative development when designing human-AI systems in healthcare.
• Discuss recommendations for the development of AI systems in healthcare, with lessons learned from prior deployments.

41.1 Introduction

Promising stories of AI have set sky-high expectations for its ability to transform medical practice. However, living up to even the more modest expectations will require careful consideration of how medical professionals will interact with this technology and how we can successfully embed AI systems within day-to-day clinical practice. Previous attempts at introducing technology into the medical context, such as electronic health records [33], have not been unanimously successful [23]. This is despite what is often initial optimism regarding a technology’s ability to transform healthcare. Similarly, in the recent and ongoing battle against COVID-19, many AI systems were developed to support the diagnosis and triaging of patients, the impact of which was ultimately limited [37]. These challenges highlight the difficulties of designing and evaluating digital systems for use in the healthcare context, which may be further exacerbated if the technology does not meet the needs of medical professionals. Yet, the potential for AI systems to support medical professionals is vast, covering areas such as diagnosis, prognosis, guided surgery, and assisting in the training of medical personnel. This chapter provides a starting point for developers and clinicians interested in the design and evaluation of AI systems in a healthcare context.

The field of human-computer interaction (HCI) has developed methods and guidelines on how to design and evaluate digital systems so that they
align with the needs of the system’s users. As a research discipline, HCI has been described as sitting at the intersection of computer science and psychology [12]. Combining these two disciplines and following a mindset in which the user of the system is central in developing new technology, HCI has stressed the importance of understanding user needs and the context in which the technology will be used in order to create successful digital systems. More recently, HCI researchers and practitioners have begun to shift their attention and expertise to the design of AI systems. Following the aforementioned focus on the human stakeholders in any technology, this work has been described as human-AI [1] or human-centered AI [43].

In this chapter, we provide concrete recommendations for the development of AI systems in healthcare. HCI and related disciplines have a long history of contributing to the healthcare technology landscape [17]. While AI has only recently matured to be deployed in real-world applications, experiences obtained in the design and evaluation of non-AI based systems provide valuable lessons that similarly apply to AI technology design. Through examples from the literature and based on our own experiences in designing and evaluating AI systems, we will illustrate lessons learned from prior deployments. The following section provides a high-level overview of the contributions and history of HCI-driven work in healthcare. This is followed by this chapter’s two primary contributions: recommendations for the design and evaluation of human-AI systems in healthcare.

How do we design systems that medical professionals want to use in their day-to-day activities? Beyond the critical aspect of ensuring the accuracy of these AI systems, the usability and user experience of this technology are vital in ensuring adoption. Failing to meet these aspects will result in the system being abandoned, regardless of its potential in improving healthcare quality or efficiency. The evaluation of human-AI systems is complex, as system behaviour depends heavily on the input received and subsequent assessment of the algorithm. This makes evaluation less predictable. This level of unpredictability, combined with a medical context in which the evaluation of prototype systems on actual patients is often not considered, raising novel challenges for assessing AI systems. However, evaluation is critical, as it can reveal essential shortcomings in a system prior to eventual deployment.

Finally, we outline open research questions that have not been extensively discussed within the literature but require further investigation. These problems deal with embedding AI technology in a team rather than supporting one individual, involving patients in algorithm-driven decision-making, and effectively sharing tasks between the human operator and the AI system.
41.2 Background in Human-Computer Interaction

Prior to the recent increase in AI-driven systems, HCI researchers and practitioners have already gained a wide range of experience in designing interactive systems. Of course, many of the lessons learnt over the past decades will help design useful and effective AI systems. One of the central terminologies used in HCI when designing a digital system is ‘usability’. Usability is defined as ‘The extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use.’ [21]. As is clear from the definition, the specification of a system’s intended users, goals, and context of use play a prominent role in determining the usability of a system. Therefore, before developing any system, it is critical to understand the intended users, their goals, and the context in which the system will be used.

The tragic story of Therac-25 is an often-presented case that highlights the potential consequences of a technology that does not sufficiently consider the user or the daily use of the system in its design [26]. Therac-25 was a computerized radiation therapy system used in the USA and Canada to treat patients in the 1980s. After operators of the machine entered the desired radiation dosage, the machine sometimes gave radiation to patients that was hundreds of times greater than the norm. Following several fatal accidents, an investigation revealed that a combination of different factors, including errors in software design, development practices, and user interaction, resulted in massive overdoses of the radiation administered to patients [26]. Considerations for human factors and the design of user interfaces, the layer through which users provide input to a system and subsequently receive output, have since grown substantially. By 1995, James Reason highlighted that ‘Human rather than technical failures now represent the greatest threat to complex and potentially hazardous systems.’ [34]. HCI and related disciplines have since studied human error in a variety of healthcare contexts, for example in the frequently occurring task of numerical entry [11] and in clinical decision making such as determining correct prescriptions [25]. This increased understanding of human errors has resulted in numerous heuristics to support in the design of user interfaces, see e.g. [31, 42].

Moving beyond a focus on the usability of individual systems, the 1990s saw a shift in thinking towards supporting groups of people working together. Described by Bannon as a transition ‘from human factors to human actors’ [4], the interaction between users and system was no longer restricted to a one-on-one relationship but allowed for multiple persons to make use of one or even multiple devices collaboratively. Popular platforms like ‘Google Docs’ and ‘Microsoft Teams’ highlight the possibilities of this type of multi-device collaboration. Examples within the healthcare context include the early study of working collaboratively and simultaneously with digital and analogue patient records [28], the physical coordination and distribution of
work in hospitals [20], and designing technology to support telemedicine [24]. See Fitzpatrick and Ellingsen for a detailed overview of collaboration-focused contributions in the healthcare context [17].

A last major direction within HCI research is a move towards ubiquitous and context-aware computing [5]. Ubiquitous computing describes the notion that computing can appear at any location and is no longer restricted to dedicated desktop-based workplaces [41]. Instead, tablets and smartphones now enable healthcare workers to input and interact with patient data anywhere. These technical possibilities have allowed healthcare technology to leave the hospital and be part of patients’ daily lives through smartphone applications and wearable devices [3]. The increasing miniaturization of hardware has furthermore enabled the use of sensors to monitor patients’ vital signs or track the flow of patients and equipment in the hospital [2].

Modern digital systems often combine all these focus areas, recognizing the need for usable systems that support real-world collaboration and combine the unique capabilities of multiple devices. As such, prior work in HCI provides the building blocks for AI technology that is usable and aligns with the needs of its end-users. To make AI systems ‘work’ in the modern healthcare environment, system designers need to provide a clearly understood interface that supports patient safety, enables collaboration between clinical team members, and support data collection, evaluation, and decision-making both inside the hospital and outside in the patients’ day-to-day life.

41.3 Designing Human-AI in Healthcare

The design of AI-driven systems introduces novel challenges. In comparison to non-AI based systems, in which the system’s behaviour can be largely pre-defined, the uncertainty of the system’s behaviour is much higher [8]. Furthermore, given the novelty of the technology, users are likely uncertain as to what level of support they can expect and, equally important, what type of support the system is unable to provide. Other questions include the long-term effect of the technology on skills development and the possible replacement of human workers. Like the design of non-AI based systems, however, is vitally important to involve the envisioned end-users and other relevant stakeholders in the early stages of the design process. In this section, we outline recommendations for the design of human-AI systems in a healthcare context.

41.3.1 Stakeholder Involvement

HCI researchers have long argued for the inclusion of relevant stakeholders early on in the design and development process. Within the health domain, these stakeholders typically consist of medical professionals (e.g., nurses, clinicians) and other relevant roles such as patients, family members, and
hospital support staff. By involving relevant stakeholders early on in designing a new system, we can grasp the problem domain more clearly, thereby increasing the chance that the eventual outcome will align with real-world problems.

Relevant stakeholders can provide useful information to inform the system’s functionality based on their prior experiences and expectations. Techniques for collecting data from these stakeholders include interviews, observations of work-related activities, and focus group discussions. Data collected via these methods are typically converted to concrete user requirements as part of the overall system development process. Different forms of end-user involvement can be considered. For an in-depth discussion of different types of end-user involvement, see e.g. Noyes and Baber on user-centred design [32] and Muller and Kuhn on participatory design [30]. Regardless of the exact strategy chosen for end-user involvement, involving relevant stakeholders early on in the development of medical technology is critical to ensure the applicability of the developed system in a real-world context.

**Key Insight 1:** Collect requirements and expectations from the intended end-users during the initial stages of the project to ensure real-world relevance and fit.

**Key Insight 2:** Ensure representative end-users of the system are involved in the design and evaluation of your system.

### 41.3.2 Explaining AI Decisions

An often-discussed downside of AI systems is the opaque nature of their behaviour, which makes it challenging to determine why certain decisions were made. Moving away from this so-called black-box behaviour, there is an increasing interest in explainable AI. Particularly in the context of healthcare, in which any decision can have far-reaching consequences, relevant stakeholders need to understand why an AI support system would recommend or even autonomously carry out a given action. Providing an insight into the reasoning of these systems can prevent errors, as a medical expert can intervene when incorrect conclusions are drawn.

What makes for a usable explanation differs between stakeholders - for example, clinicians require a different explanation model than patients. As per Key Insights 1 and 2, recognizing user needs is critical to recognizing the type of explanations that might be helpful to specific end-users. For example, prior work highlights that explanations of AI suggestions do not necessarily need to be provided immediately when generated, as such explanations can interrupt physicians during tasks such as surgery, where attention is critical [38].
Key Insight 3: Explanations of an AI system’s behaviour align with the needs of the target user group.

41.3.3 Fit for Context

Existing algorithms typically form the basis of novel AI systems. While making for an effective starting point, any new system will need to be designed around the requirements of the context in which it is deployed. This includes both the technical fit of the system, such as whether the data on which the system is trained matches the real-world context in which it is deployed, as well as the fit to the user’s task. A recent example of poor contextual fit is found in an AI-driven retinal assessment deployment by Google in Thailand. In analysing the system’s performance during deployment, Beede et al. highlight how the system often failed when presented with the images provided by the nurses due to poor lighting conditions and the high patient throughput [7]. With more than a fifth of the images rejected, the system subsequently assigned patients to see a specialist on a different day, even when nurses assessed the image they took of a patient as negative. This highlights the potential negative consequences that a poor fit for context can have, resulting in additional work for both patients and medical professionals. When considering the fit of a system to a specific task, the interface between user and system plays a critical role. In designing the visual markers of an AI endoscopy support system, Van Berkel et al. overlaid AI suggestions on patient video footage in a colour very distinct to the colour of the colon wall to ensure that the suggestion would be most visible [38]. This design decision was subsequently evaluated with endoscopists.

Key Insight 4: Align the design of the human-AI system with the specific characteristics of the context in which it is used.

41.4 Evaluating Human-AI in Healthcare

Before deploying any AI system, it is critical to evaluate its use in a realistic setting. Although lab-based simulations can be used to indicate the accuracy of an AI system, evaluating a system in a clinical environment where people use it outside the development team can highlight previously unconsidered problems. This section outlines the key aspects in evaluating a human-AI system to be used in the healthcare context.
41.4.1 Representing Reality

When considering the evaluation of AI systems, it is critical to take into account the day-to-day reality in which the system will be used. The closer the alignment between the evaluation and reality, the more valuable the insights of a conducted evaluation are. This notion is called ‘ecological validity’, and is defined by Carter et al. as ‘the extent to which a study comprises “real-world” use of a system’ [13]. Ecological validity is not a straightforward binary state in which a study either achieves or fails to achieve ecological validity. Instead, the concept consists of a wide range of dimensions. The degree to which ecological validity can be achieved is often restricted by practical, ethical, or other limitations. Van Berkel et al. highlight seven primary dimensions of ecological validity as encountered in clinical usability evaluations: user roles, environment, training, scenario, patient involvement, software, and hardware [39]. As stressed in their article, it is impossible to obtain an ‘optimal configuration’ on each dimension. Instead, it is critical to identify the trade-offs presented in a study to increase ecological validity where possible. For example, while it is often unfeasible to involve actual patients in a medical evaluation, the use of simulated patients has proven effective for training and evaluation purposes [44].

Key Insight 5: Identify and describe the most relevant dimensions of an evaluation’s ecological validity prior to evaluation.

Key Insight 6: Maximize a study’s ecological validity within the given constraints, and actively consider the effect of these constraints on evaluation outcomes.

41.4.2 Longitudinal Assessment

Usability evaluations typically focus on questions such as ‘Can a user complete the task they set out to do?’ and ‘Are the instructions and output results clear?’ Such usability evaluations are typically of limited duration (i.e., spanning less than one hour), in which the participant is asked to complete a set of typical work-related tasks. Well suited to identifying problems in the design of user interfaces and workflow-related errors, usability evaluations cannot answer all questions in the evaluation of human-AI systems. In particular, understanding the effects of introducing a new AI system into a healthcare organization requires a longitudinal assessment.

Prior work highlights that our interaction with technology changes over time [35, 40]; with an initial interest in a new technological artifact typically waning after a while. Consider, for example, the many activity trackers collecting dust in bedroom drawers after an initial couple of weeks of intense
use. This phenomenon is known as the novelty effect. In the medical context, the non-adoption or abandonment of technological solutions is common [9, 19]. An investigation into this phenomenon by Greenhalgh et al. points to seven aspects that impact technology adoption, including the condition or illness, the technology, and the wider (institutional and societal) context [19]. Greenhalgh et al. furthermore point to the impact of time as a crucial element in an organizations’ adaptation to introducing a new system. Time allows medical staff and other employees to integrate the technology into their daily workflow or opt to abandon the system altogether. Therefore, it is critical to evaluate systems over an extensive period of deployment to collect insights on the technology’s adoption by the intended users.

**Key Insight 7:** Conduct long-term evaluations to evaluate the adoption and impact of novel systems.

### 41.4.3 Validating across Diverse Datasets

AI-driven decision-making relies heavily on the data on which it is trained. A well-known issue in AI systems is the lack of a broad representation in these datasets, most commonly due to limitations in the diversity of race or gender in historical data. Such disparities in the data can result in unexpected and unintended consequences when the system is faced with a person from a group under-represented in the data [18]. This is far from a theoretical problem. Historical data shows that, for example, from 2003 to 2009 women were less likely to receive optimal care related to artery diseases in US hospitals as compared to men [27]. Such disparities, for example, in the rate at which patients received lipid-lowering medications, for instance, will continue with the introduction of algorithmic decision-making if that is trained on biased historical data. Furthermore, and perhaps even more concerning, is that the opaque nature of the majority of current AI systems essentially hides the underlying reasons for the decision outcome. Given the inherent risk of hidden bias in AI-driven decision-making, it is essential to evaluate an algorithm’s performance across a diverse dataset and validate whether the assessments made across the dataset are valid.

**Key Insight 8:** Validate the decisions made by an AI system across a diverse dataset to identify potential biases and shortcomings in the training data.

### 41.4.4 Iterative Development

Lastly, the results of any evaluation should feed back into the system’s development to ensure that any identified shortcomings can be resolved. Re-
peatedly carrying out the process of development and evaluation is known as iterative development [22], and allows for a rapid and agile development process in which the initial requirements of the system are adjusted and refined based on the feedback collected during evaluations. Furthermore, it supports the development and evaluation of individual aspects of a system’s software. This is often a necessity, given the many sub-systems that make up the entire system. It is generally recommended to assess the effectiveness of early-stage prototypes with the intended end-users rather than waiting for a complete system implementation before evaluating the system with users. The early evaluation of prototype implementations ultimately reduces development time, as initial end-user feedback can highlight wrong directions in the development process.

**Key Insight 9:** Elicit feedback from end-users early on in the development process and iterate development based on user feedback.

### 41.5 Open Research Questions

While the development of AI has taken great leaps forward over the past decades in terms of technical capabilities, much work remains to be done to integrate and operationalize AI technology in daily medical practice. This chapter outlines recommendations and best practices for designing and evaluating AI systems in a healthcare context, while acknowledging that the development of best practices is still under development. To inspire and outline future research opportunities in this critical domain, we highlight three open research questions:

- How to support collaborative work in AI-based systems.
- How to involve patients in algorithm-driven decision-making.
- How to design effective task sharing.

#### 41.5.1 Supporting Collaborative Work

Teamwork and collaboration play an essential role in daily healthcare practice and have been described as a necessary element to provide safe, efficient, and patient-centred care [16]. However, most AI systems in healthcare are designed around the notion of a single end-user, providing limited support and tools that allow people to share the input to an AI-support system. In a review of teamwork in dynamic healthcare contexts (e.g., operating rooms, intensive care), Manser identifies patterns of communication, coordination, and leadership that positively affect clinical teamwork [29]. Future AI-driven support systems must incorporate these critical elements not only to support one clinician, but instead to be able to support a team of medical experts.
A promising direction for this work is presented in the work by Bardram and Houben on ‘collaborative affordances’ [6]. Collaborative affordances are defined as ‘a relation between a [physical and/or digital] artifact and a set of human actors, that affords the opportunity for these actors to perform a collaborative action within a specific social context’ [6]. Within the context of medical records, Bardram and Houben identify four collaborative affordances - ‘portability’, ‘collocated access’, ‘shared overview’, and ‘mutual awareness’ - which allow for collaboration between medical staff. These affordances, among others, are largely missing from contemporary medical AI systems, prohibiting information sharing and collaboration.

41.5.2 Shared Decision-Making

Effective communication between patients and medical professionals is critical in achieving a successful care trajectory [15]. A widely established concept within the patient-professional relationship is that of shared decision-making [14, 15]. Charles et al. define shared decision-making via four criteria: ‘(1) that at least two participants, physician and patient, be involved; (2) that both parties share information; (3) that both parties take steps to build a consensus about the preferred treatment; and (4) that an agreement is reached on the treatment to implement.’ [14]. Elwyn et al. highlight that shared decision-making is based on the introduction of choice to the patient, describing different treatment options, and assisting patients in exploring their preferences to arrive at a decision [15]. As seen from these definitions, it is critical for a patient to understand the benefits, trade-offs, and necessity of different treatment options.

The introduction of AI-support systems essentially introduces a third party to the shared decision-making process, in which an AI system can support in the identification and selection of suitable treatment options. While the concept of AI explainability has been explored from the perspective of medical professionals (see Cai et al. on dealing with imperfect AI in pathology [10]), the patient perspective in dealing with AI remains underexplored in the current literature. Determining where and how AI support can be integrated into the shared decision-making process is an essential research trajectory given the increased reliance on AI technology by clinical professionals. Failing to ensure that patients can understand and engage with this new technology will ultimately undermine the concept of shared decision-making.

41.5.3 Effective Task Sharing

The ongoing development of AI will increase the types of tasks that AI systems can carry out autonomously. This makes AI support systems more powerful and will require more effective techniques for sharing (sub-)tasks
between the human operator and the AI system. For example, even advanced AI systems will encounter scenarios in which their uncertainty exceeds a pre-determined threshold. At this point, a human expert must step in and take over from the AI system to make a decision. This behaviour can already be found in today’s autonomous driving systems and will increasingly manifest itself in the healthcare context.

Sujan et al. highlight the various steps required for such task handovers to be successful: the AI system has to recognize its limitations, decide on which elements to hand over, determine how this handover should be accomplished, and decide when it ought to be carried out [36]. Each of these steps requires further investigation of user needs, contextual requirements, and technical capabilities. Prior work has suggested the design of structured communication protocols between the user and AI system, as currently exist in handover protocols between medical professionals [36]. Similarly, a medical professional handing over a task to an AI system requires a pre-defined protocol and interface that outline the expected AI behaviour and provide appropriate mechanisms for the user to intervene if needed.

41.6 Conclusion

Despite the numerous challenges facing the deployment of AI in real medical contexts and applications, AI is likely to transform modern-day healthcare. To maximize its potential, however, we need to ensure that the AI systems we put out into the world align with the needs of medical professionals, patients, and other relevant stakeholders. This chapter outlines the primary steps required to design and evaluate AI systems that bridge computational possibilities and real-world needs and conditions. We highlight the necessity of involving relevant stakeholders early on in the design of human-AI systems. Insights obtained from these stakeholders inform the intended end-users’ needs, for example in critical areas such as AI explainability and the unique aspects of the context of use. Subsequently, this chapter provides recommendations for evaluating human-AI systems in a healthcare context, stressing the need for ecologically valid and longitudinal evaluations to obtain the most relevant insights. AI-driven systems provide novel challenges in their evaluation due to the relative unpredictability of their behaviour and concerns about bias introduced into AI decision-making. Furthermore, we highlight open research questions, indicating that while AI technology has made tremendous leaps forward, an extensive amount of work is still required to provide medical professionals with AI systems that can truly be embedded into their everyday tasks. We hope that the recommendations outlined in this work can provide a stepping stone for both medical professionals and system developers who are new to the application of human-AI in healthcare.
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